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Abstract

Technical systems are becoming more complex, they incorporate more advanced func-
tionalities, they are more integrated with other systems and they are deployed in less
controlled environments. All this supposes a more demanding and uncertain scenario
for control systems, which are also required to be more autonomous and dependable.
Autonomous adaptivity is a current challenge for extant control technologies. The
ASys research project proposes to address it by moving the responsibility for adaptiv-
ity from the engineers at design time to the system at run-time.

This thesis has intended to advance in the formulation and technical reification
of ASys principles of model-based self-cognition and having systems self-handle at
run-time for robust autonomy. For that it has focused on the biologically inspired
capability of self-awareness, and explored the possibilities to embed it into the very
architecture of control systems.

Besides self-awareness, other themes related to the envisioned solution have been
explored: functional modeling, software modeling, patterns technology, components
technology, fault tolerance. The state of the art in fields relevant for the issues of self-
awareness and adaptivity has been analysed: cognitive architectures, fault-tolerant
control, and software architectural reflection and autonomic computing. The extant
and evolving ASys Theoretical Framework for cognitive autonomous systems has
been adapted to provide a basement for this selfhood-centred analysis and to con-
ceptually support the subsequent development of our solution.

The thesis proposes a general design solution for building self-aware autonomous
systems. Its central idea is the integration of a metacontroller in the control archi-
tecture of the autonomous system, capable of perceiving the functional state of the
control system and reconfiguring it if necessary at run-time.

This metacontrol solution has been formalised into four design patterns: i) the
Metacontrol Pattern, which defines the integration of a metacontrol subsystem, con-
trolling the domain control system through an interface provided by its implemen-
tation component platform, ii) the Epistemic Control Loop pattern, which defines a
model-based cognitive control loop that can be applied to the design of such a meta-
controller, iii) the Deep Model Reflection pattern proposes a solution to produce the
online executable model used by the metacontroller by model-to-model transforma-
tion from the engineering model, and, finally, iv) the Functional Metacontrol pattern,
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which proposes to structure the metacontroller in two loops, one for controlling the
configuration of components of the controller, and another one on top of the former,
controlling the functions being realised by that configuration; this way the functional
and structural concerns become decoupled.

A reference architecture and an associated metamodel are the core pieces of the
architectural framework developed to reify this patterned solution. The metamodel
has been developed for representing the structure and its relation to the functional
requirements of any autonomous system. The architecture is a blueprint for building a
metacontroller according to the patterns. This metacontroller can be integrated on top
of any component-based control architecture. At the core of its operation lies a model
of the control system that conforms to the metamodel.

An engineering process and accompanying assets have been constructed to com-
plete and exploit the architectural framework. The engineering process defines the
methodology to follow to develop the metacontrol subsystem from the functional
model of the controller of the autonomous system. The assets include software li-
braries that provide a domain and application-independent implementation of the meta-
controller. They can be used in the implementation phase of the methodology.

Finally, the complete solution has been validated in the development of an au-
tonomous mobile robot that incorporates an metacontroller. The functional self-awareness
and adaptivity properties achieved thanks to the metacontrol system have been vali-
dated in different scenarios. In these scenarios the robot was able to overcome failures
in the control system thanks to reconfigurations performed by the metacontroller.
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Resumen

Los sistemas técnicos son cada vez más complejos, incorporan funciones más avan-
zadas, están más integrados con otros sistemas y trabajan en entornos menos contro-
lados. Todo esto supone unas condiciones más exigentes y con mayor incertidumbre
para los sistemas de control, a los que además se demanda un comportamiento más
autónomo y fiable. La adaptabilidad de manera autónoma actualmente es un reto
para tecnologías de control. El proyecto de investigación ASys propone abordarlo
trasladando la responsabilidad de la capacidad de adaptación del sistema de los inge-
nieros en tiempo de diseño al propio sistema en operación.

Esta tesis pretende avanzar en la formulación y materialización técnica de los prin-
cipios de ASys de cognición y autoconsciencia basadas en modelos y autogestión de
los sistemas en tiempo de operación para una autonomía robusta. Para ello, el trabajo
se ha centrado en la capacidad de autoconsciencia, inspirada en los sistemas biológi-
cos, y se ha investigado la posibilidad de integrarla en la arquitectura de los sistemas
de control.

Además de la autoconsciencia, se han explorado otros temas relevantes: modelado
funcional, modelado de software, tecnología de los patrones, tecnología de compo-
nentes, tolerancia a fallos. Se ha analizado el estado de la técnica en los ámbitos
pertinentes para las cuestiones de la autoconsciencia y la adaptabilidad en sistemas
técnicos: arquitecturas cognitivas, control tolerante a fallos, y arquitecturas software
dinámicas y computación autonómica. El marco teórico de ASys existente de sistemas
autónomos cognitivos ha sido adaptado para servir de base para este análisis de auto-
consciencia y adaptación y para dar sustento conceptual al posterior desarrollo de la
solución.

La tesis propone una solución general de diseño para la construcción de sistemas
autónomos autoconscientes. La idea central es la integración de un meta-controlador
en la arquitectura de control del sistema autónomo, capaz de percibir el estado fun-
cional del sistema de control y, si es necesario, reconfigurarlo en tiempo de operación.

Esta solución de metacontrol se ha formalizado en cuatro patrones de diseño: i)
el Patrón Metacontrol, que define la integración de un subsistema de metacontrol,
responsable de controlar al propio sistema de control a través de la interfaz propor-
cionada por su plataforma de componentes, ii) el patrón Bucle de Control Epistémico,
que define un bucle de control cognitivo basado en el modelos y que se puede aplicar al
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diseño del metacontrol, iii) el patrón de Reflexión basada en Modelo Profundo propone
una solución para construir el modelo ejecutable utilizado por el meta-controlador me-
diante una transformación de modelo a modelo a partir del modelo de ingeniería del
sistema, y, finalmente, iv) el Patrón Metacontrol Funcional, que estructura el meta-
controlador en dos bucles, uno para el control de la configuración de los componentes
del sistema de control, y otro sobre éste, controlando las funciones que realiza dicha
configuración de componentes; de esta manera las consideraciones funcionales y es-
tructurales se desacoplan.

Una arquitectura de referencia y un metamodelo son las piezas centrales del marco
arquitectónico desarrollado para materializar la solución compuesta de los patrones
anteriores. El metamodelo ha sido desarrollado para la representación de la estructura
y su relación con los requisitos funcionales de cualquier sistema autónomo. La arqui-
tectura es un patrón de referencia para la construcción de una meta-controlador inte-
grando los patrones de diseño propuestos. Este meta-controlador se puede integrar en
la arquitectura de cualquier sistema control basado en componentes. El elemento clave
de su funcionamiento es un modelo del sistema de control, que el meta-controlador usa
para monitorizarlo y calcular las acciones de reconfiguración necesarias para adaptarlo
a las circunstancias en cada momento.

Un proceso de ingeniería, complementado con otros recursos, ha sido elaborado
para guiar la aplicación del marco arquitectónico. Dicho proceso define la metodología
a seguir para construir el subsistema de metacontrol para un sistema autónomo a partir
del modelo funcional del mismo. Los recursos asociados incluyen librerías software
que proporcionan una implementación del meta-controlador que se puede integrar en
el control de cualquier sistema autónomo, independientemente del dominio de la apli-
cación o de su tecnología de implementación.

Para concluir, la solución completa ha sido validada con el desarrollo de un robot
móvil autónomo que incorpora un meta-controlador. Las propiedades de autocon-
sciencia y adaptación proporcionadas por el meta-controlador han sido validadas en
diferentes escenarios de operación del robot, en los que el sistema era capaz de sobre-
ponerse a fallos en el sistema de control mediante reconfiguraciones orquestadas por
el metacontrolador.
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Chapter 1

Autonomous Systems

Our society critically relies on technical systems, from electrical power grids to air
traffic control systems, passing by chemical plants. And the pace on the demand on
technology is doing but to augment. This technical growth is two-sided: technical
systems are spreading everywhere in our lives, and at the same time we depend more
on them. The result is also two-fold: technology is becoming more complex, and the
requirements on it regarding dependability are becoming more strict. This situation
presents important challenges to the engineering of autonomy in systems.

The work developed in this research project addresses the problem of providing
technical systems with enhanced robustness in their autonomous behaviour, in this
context of the infrastructure of modern society critically relying on them. The im-
plications of this scenario are analysed in this introductory chapter, discussing the
necessity for more robust autonomous systems and presenting the rationale behind the
cognitive approach to build them.

1.1 Control Technology

Control systems are subsystems designed to improve the operation of most technical
systems, or even to make their operation possible at all, constituting an integral part
of them. In such a technified society as ours control systems or controllers permeate
everywhere: they are in the heating of our homes, in the landing gear for planes, in
our smart phones, heart pacemakers, or, at larger scales, keeping the electrical network
stable. They drive the behaviour of systems to accomplish their function when a hu-
man operator is not desirable, for example because of safety or performance reasons,
or because it is simply not possible. Control technology is the engineering solution to
the automation of systems.

Departing from knowledge of the system and its processes, and the targeted be-
haviour, control engineers design a controller that makes it behave at runtime as re-
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Chapter 1 Autonomous Systems

quired, even in the presence of some disturbances. However, conventional control
technology has limits. It is not possible to design a controller for any system to obtain
any specific behaviour.

And and even when it is theoretically feasible, there are unexpected situations at
run-time that controllers cannot handle.

Example Cruise control is a paradigmatic example of control engineering in everyday life.
These controllers are capable of maintaining a desired speed of the vehicle. They
use a very simple algorithm tuned according to the dynamical model of the car (not
a very complex one is required, anyway). This was a problem solved long time ago
by classic control. However, designing a control system to completely drive the
car, that is, targeting the specification of the car’s complete behaviour (not just
its linear velocity), has but recently been solved in Google driverless Car [57], and
with limitations.

1.1.1 Control Systems

This is the control engineering scenario: given a technical system (the electric network,
a mobile robot) immersed in an environment (the whole European electric grid, an
industrial facility), and some user needs that demand a certain functionality from the
system (electricity available at any time without interruptions, the robot patrolling
a certain area, etc.), also refered to as the system’s mission, specified into a set of
requirements, design the control system that makes the system fulfil the mission in the
presence of disturbances.

environmenttechnical
system

user command
ouput

Figure 1.1: Technical systems are engineered to provide a certain func-
tionality to their users: i.e. produce a certain output serviced according
to the user command.

Let us take a general systems perspective. From this viewpoint, the user’s require-
ments are but a certain desired behaviour for the system, that is a specific mapping
between the user command to the system and the resulting output from it (see Fig.
1.1). For example, the drivers’ command for the cruise control in a modern auto-
mobile is a desired speed, and the output is that the car maintains its velocity at that
value. But it could be a more complex mapping, such as setting a destination city as

4



1.1. Control Technology

command and getting with the car there after several hours, in the case of Google’s
car.

In most cases it is not possible to directly implement the desired behaviour in
a designed system’s structure. Perfect and complete knowledge of the environment
are never available, unmodelled dynamics and unexpected disturbances are always
present. But even if we considered the world as perfectly and completely modelled,
the formal resolution of the mapping function from the desired behaviour to a structure
that renders it could not be physically realisable, that even in the case it were theoreti-
cally possible to find that solution, which could be not. As a result, the real behaviour
at runtime of the engineered system would not fit the required one. Figure 1.2 shows
a graphical interpretation.

user command × output

real behaviour

desired behaviour

Figure 1.2: The desired and
real behaviours are subsets of
the set defined by all possible
user commands and output re-
sults.

This is where control technology comes into play. To overcome the previous is-
sues, a control subsystem is added to the system. Its objective is to drive the behaviour
of the engineered system so that it achieves the demanded functionality. This way, the
coupled behaviour of the control subsystem and the rest of the system plus its envi-
ronment fulfils the desired behaviour (see figure 1.3). The control system is designed
using the available knowledge about the technical system and its environment, e.g. in
the form of a differential equations model.

user command × output

complete system
behaviour

desired behaviour

Figure 1.3: The resulting be-
haviour of the controlled sys-
tem is to fall within the region
specified by the requirements.

Figure 1.4a shows the control view of the issues presented. The controller receives
sensing information from and actuates over the plant, to achieve a certain reference
value as output. The concept of plant encompasses the technical system (without the
controller) and its environment.

This control process is implemented by engineers in a control system, which senses
and actuates through devoted I/O components: sensors and actuators. The right part
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of figure 1.4b schematizes the physical or implementation view.

Plant

Controller

actionsensing

reference

ouputdisturbance

(a) The cybernetic view of control.

Control System

Controlled System

actuatorssensors

(b) The basic elements in the architec-
ture of a control system.

Figure 1.4: The cybernetic view of control and the basic elements of the architecture of control
systems.

Plant
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_
+

Kp(e)
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Kd (de/dt)

Σe

Figure 1.5: A PID controller.

For very elementary cases (e.g. the PID controller in figure 1.5), the design of the
control system can be very simple, consisting of a basic component, i.e. a controller,
reading information through a sensor and actuating through an actuator. However,
most usually the control system design encompasses heterogeneous sensors and actu-
ators, operator interfaces, etc., which results in a complex physical design comprising
several components interconnected (e.g. state-space controller of figure 1.6).

Control engineers use knowledge about the mission requirements, the plant, but
also about control technology and engineering, to design control systems (see figure
1.7). This is discussed in the following section.
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Controller
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reference
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Figure 1.6: A servo-controller with a minimum order observer, based on the
state space technique, with a matrix-based formulation (A,B,C,D) of the differ-
ential equations model of the system.

1.1.2 Control Engineering Life-cycle

The standard life-cycle of any engineered system consists of two basic stages:

1. Engineering: basically design and implementation.
2. Runtime: exploitation and maintenance.

Many systems undergo an interwoven sequence of stages that can be ascribed to
either one of these two types; e.g. in maintenance, when normal runtime operation is
halted to perform some change in the system’s structure, can be considered as engi-
neering when plant engineers perform actual process re-design on the fly. It can even
be the case that the phases overlap in time, e.g. when the system is kept operating
during maintenance. However, in the case of autonomous systems, where no human
intervention is desirable or even possible for the previous purposes, there is a clear gap
between engineering and runtime.

The engineering phase, which includes the design of the control system, is what
determines and fixes the traits and functional capabilities that an autonomous system
will exhibit during operation. Let us analyse why.

The engineering stage for the building a control system includes the following
activities:

• mission specification
• plant and controller analysis

7
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knowledge

application specific

technical knowledge

plant 
knowledge

control 
knowledge

engineering 
knowledge

mission 
specification

Control System

control engineering

Plant

Controller

actuators

environment

sensors

rest of the system

Figure 1.7: Knowledge about the system and its mission, and
about engineering and control technology is used to build the
system during the engineering phase.

• controller design
• controller implementation
• integration, validation and deployment

A priori knowledge is used intensively in the process (see figure 1.7), and em-
bedded in the resultant control system. Plant knowledge in the form of mathematical
models is normally used to design the controller following control theory methodolo-
gies (root-locus method, State Space techniques, Frequency response analysis, etc.).
Evidently, these models are not perfect, and the real system’s behaviour may devi-
ate from the expected, due to inexactitudes, unmodelled dynamics, etc. In classical
control the effect of this uncertainty is modelled as a disturbance signal that quanti-
tatively affects the plant, deviating the evolution of the values of its magnitudes from
the modelled. We shall call this uncertainty about the plant intensive uncertainty [90].
There are other qualitative uncertainties, whose effect cannot be quantified, that will
be discussed later.

At the very core of control theory lies the feedback technique, which allows to
compensate for the intensive uncertainty. Thanks to the feedback loop the actuation
of the control over the plant is not fixed for each user command, but computed at
runtime, using information about the instantaneous state of the plant, i.e. the sensory
input. This allows the system to accommodate up to a certain point to the disturbances,
and maintain the desired behaviour. The control policy implemented in the controller,
however, is fixed at design time, based on the plant knowledge and the specific control
technique selected, e.g. PID, state feedback, etc. (see figures 1.5, 1.6). The capability
to adapt is therefore limited by it at run time.
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Plant

Controller

actionsensing

reference

ouputdisturbance

Figure 1.8: The disturbance
signal in the control schema.
The effect of the modelling er-
rors and the unmodelled dy-
namics that affect the plant are
modelled as a disturbance sig-
nal. This assumes that the con-
tribution is quantitative, the rest
of the model being valid, which
sometimes is not the case.

Nevertheless, the previous is not the only assumption related to knowledge that
fixes the properties of the system at engineering time. In order to implement the con-
troller and integrate it with the rest of the system, engineering knowledge of the rest
of the subsystems with which it will interact at runtime is also used. All this knowl-
edge suppose assumptions on which control engineers rely for the developed system
to behave at runtime as required. This way, uncertainty has been traditionally re-
garded as affecting the environment, since the engineered system was considered as
perfectly defined in both static structure and dynamic operation by design. This was
so even when referring to not so well defined systems, such as large production plants
in which chemical processes were and remain not so well known. However, this is far
from true, specially as systems grow in complexity. This is one of the focal points of
this thesis.

1.1.3 Limits of Conventional Control

Control techniques allow to automate the desired functionality of technical systems
to some extent, by accounting for quantitative uncertainty. The most basic feedback
control techniques, such as the PID controller, can only account for a very limited
quantitative uncertainty. As soon as the behaviour of the plant departs from the model
used to design the controller, it fails. This is because the controller is completely fixed
at run-time, and thus limited by the boundaries of validity of the model of the plant
used to obtain it.

New intelligent control techniques allow to modify or change the controller at run-
time to some extent. Model reference based adaptive control [86] (MRAC) allows to
change the parameters of the controller during operation based on knowledge about
the plant and observation of its actual behaviour, so that it increases its adequacy to it.
Mode switching controllers follow a similar schema, but instead of tuning the parame-
ters of an otherwise fixed control strategy, they switch between a battery of alternative
controllers, so if the behaviour of the plant changes qualitatively, the control system
can switch to another different control strategy. Note that we cannot speak of the
controller accounting for qualitative uncertainty, since the existence of the predefined
strategy in the battery implies previous knowledge about the “unexpected” situation.

Notwithstanding the previous solutions and others that will be described later, hu-
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mans still do play a critical role during operation of many “automated systems”. We
can see that in process plants, where operators and plant engineers supervise and con-
trol the daily operation. Or even in the most cutting-edge control technology for au-
tonomous systems: NASA Mars rovers are monitored 24 hours a day by a crew of
highly specialised engineers, who perform operational reconfigurations and make de-
cisions about the robot’s course of action, considering the mission and system status,
and also making intensive use of their scientific, technical and engineering knowledge.

The former techniques share the control “pattern” presented in figure 1.4a. From
a requirements standpoint, we can observe that this means that for each functionality
we want to automate in the system, e.g. maintain velocity, a control loop is designed.
This way during run-time the system behaviour is automatically driven to achieve that
requirement, even in the presence of disturbances, to the extent that the engineering
assumptions assumed in design hold. Roughly speaking, what the control engineering
process does is to convert functional requirements at design into target references for
control loops at run-time.

There are many requirements and environmental conditions for which no specific
knowledge suitable to design a closed loop controller is available. Systems are engi-
neered to fulfil them, though, considering how they will behave at runtime. However,
not every situation can be envisioned beforehand, and therefore human intervention is
required in the operation of technical systems.

In the following we explore the specific issues at hand regarding autonomous sys-
tems and their control.
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ExampleSuppose we design a very basic controller for our robot to traverse corridor-like
environments. To achieve this requirement we envision a behaviour for the robot
that consists of advancing at a constant speed while maintaining a safe distance to
the left wall, measured with a range sensor. A PID controller can be used for that,
calculating the rotation velocity from the evolution of the distance to the wall. We
have converted the mission to traverse the corridor into a design consisting of:

• a constant command for the linear velocity (a cruise control can be used to
address this, using also a PID controller)

• a control architecture, i.e. PID feedback loop with a reference distance

Due to the closed loop induced dynamics, the robot will move oscillating towards
and away from the wall. The performance of the movement can be tuned with the
PID parameters; again fixed at design-time.

The system is thus only robust to uncertainty in the distance to the wall which
is the reference of the control loop. Uncertainty concerning other design decisions
can put the system’s operation severely at risk: right-side obstacles and left-side
doors would most probably invalidate the design solution to solve the mission by
moving forward following a wall on the left, too much movement oscillations could
lead to excessive battery consumption, etc.

Control System

Design

Plant

functional req.
PID 

controller

ω

d

_
+

ωd

dref

move 
forward

v

Vcte

traverse 
corridors

movement 
specifications

follow 
left wall

non-functional req.

v = vcte

control engineering

dref

PID params.
K, Td, Ti

Figure 1.9: Example of how design decisions determine the run-time adaptivity of the system.
The functional requirement to traverse the corridor is implemented as a PID feedback control
loop at system design. This renders a system that is adaptable at run time to uncertainty in the
distance d to the wall, by regulating the robot turning velocity ω . The other design decisions
(PID parameters, constant forward speed vcte) fix the rest of the robot behaviour at design-time,
not being adaptable upon events unforeseen when they were taken, which could make the real
robot’s behaviour diverge from the requirements they addressed.
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1.2 Autonomy

The term autonomous has a concrete meaning if we analyse its etymology: “having its
own laws", from the Greek autos ‘self’ + nomos ‘law’. Thus an autonomous system
is that which fixates its own laws. However, when applying the term to real systems
several interpretations may arise:

• A system is autonomous if it can fixate its own objectives.

• A system is autonomous if performs its function in absence of human interven-
tion.

These definitions separately do not capture well the concept of autonomy despite
the feeling that both address a part of it. We may give an engineering definition for
autonomy as:

The quality of a system of behaving independently while pursuing
the objectives it was commanded to.

There are still many open issues in the various fields of competence involved in
the different technical processes that subserve complex system engineering. The core
issue from the control engineering perspective, and which shall be considered transver-
sal as it potentially affects many of the systems of tomorrow, could be summarised in:

design the control to make the system work alone.

The search for autonomy has many reasons and implications but the concrete re-
search target of this field is not clear at all as demonstrated by the fact that even the
very term autonomy has many interpretations. But the search for autonomy is a major
thrust in systems innovation. This is generally true for two main reasons: economical
and technical.

Economical motivation is a major force because automated plants are less costly
from an operational point of view (human personnel cost reduction, improved operat-
ing conditions implying less failures, etc.). But technical reasons are, in some cases,
no less important: automated plants can be more productive, can operate fast processes
beyond human control capabilities, can be made safer, more available, etc.

Levels of Autonomy

When confronting the challenge to build an autonomous system, engineers are not
expected to build a system with full universal autonomy, that is, a system capable of
achieving and/or maintaining any state of itself and the environment in the desired time
without human intervention. That system would need unlimited resources and may not
even be physically realisable. What is looked for is a system that would perform as
autonomously as possible a certain task in a certain environment. This triad system-
task-environment is what defines the problem of engineering an autonomous system
[136].
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The ALFUS working group [156] has proposed standardised metrics for autonomy
according to three axis: mission complexity, environment difficulty and operator in-
teraction or human interface (inversely proportional, the less the human intervention,
the more the autonomy), as shown in figure 1.10. The autonomy level of a particular
system is thus represented by the triangular surface determined by the values on the
three axes.

Mission
Complexity

Environmental
Difficulty

Human
Interface
(inverse)

Figure 1.10: The three dimensions that
determine the autonomy level for un-
manned systems according to [70].

ExampleLet us analyse how the ALFUS dimensions of autonomy apply to the previ-
ous exemplary case of an autonomous mobile robot, this time considering its full
functionality of autonomous navigation:

mission – if the robot is capable of performing a security surveillance task we
consider it as having a higher level of autonomy if it were only able to perform
a point-to-point driving task.

environment – we consider the mobile robot more autonomous if it can navi-
gate through a real-world dynamic office-like environment, where chairs may
change position, there are passers-by. . . than if it can only move in a toy-like,
fully controlled environment.

operator interaction – we could have a control system in the mobile robot so that
the operator only needs to define an area for patrolling and then check every
two hours if the robot is doing okay. Or it could be the case that the operator
has to keep constantly an eye on the robot to approve the local navigation
path selected for every corridor. In the later case we consider the robot to
be less autonomous.

In this thesis we are focused on completely autonomous systems regarding oper-
ator interaction. Assuming this targeted ideal autonomy in that dimension, our work
analyses and proposes an approach to maximise autonomy in the mission and the envi-
ronment dimensions. The relevance of another dimension, the system itself, concretely
its complexity, will be discussed later in section 1.4.
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1.3 Intelligence for Autonomy

Control technology [81] has been addressing the problem of purveying systems with
improved levels of autonomy, so as they can be operated by setting them reference
target states instead of manually driving their actuators, and overcoming unforeseen
perturbations/disturbances from their environment.

Control strategies have been successfully dealing with intensive uncertainty, from
simple feedback controllers to complex robust control strategies, passing by state
space and Kalman filter techniques. However, as discussed in page 9 they are still
quite limited. These techniques rely on mathematical models of the plant that are
often not available and in many cases not suitable enough. Knowledge about the en-
vironment is incomplete and generally not representable as a set of linear differential
equations. The disturbance signal in such a mathematical model cannot account for
that, and we could talk of a different kind of uncertainty: qualitative uncertainty.

qualitative uncertainty refers to the occurrence of unexpected events
that qualitatively change the behaviour of the plant. They cannot be ac-
counted for in traditional control models as disturbances.

Qualitative uncertainty requires that the system interprets the unexpected situa-
tions and reacts to them appropriately, and it has to do so with incomplete and often
innaccurate knowledge. This is what lies at the core of what we call intelligent be-
haviour.

Example The PID controller we defined previously for our robot, based on maintaining a
close distance to an hypothetic left wall, can make it navigate through corridor-like
spaces, under very constrained conditions (no dynamic obstacles, no open doors
at the left side. . . ). However, this controller will not work in more open-ended
environments, and does not allow for commanding the robot to go to a precise
destination.

In addition, we demand that systems be capable of addressing higher level com-
mands. That means that the control system must be able to manage information from
the simplest level of plant sensed and actuated variables, up to a human level repre-
sentation of the mission.

Example If our robot were to be employed in a real surveillance application, operated by
security staff, it would be most desirable to command it to “inspect sector A, C, D
and E, avoiding passing by corridors 5, 6 and 7”, so as not to interfere with some
maintenance activities, rather than having to specify the complete route in a 2D
map it shall follow.
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Artificial Intelligence

From its earlier attempts, Artificial Intelligence has been concerned with making in-
telligent machines, in the words of John McCarthy, who coined the term [94]. The
problem of designing systems capable of producing appropriate behaviour departing
from incomplete, non-formal knowledge lies at its very core. Several approaches have
been explored.

Soft computing

Several of these methods have proved useful in many domains in the resolution of
specific problems, providing inexact but valuable solutions to computationally-hard
tasks in computer science. They are included in the field of soft computing, and their
advances have been nurturing the state of the art in software.

Symbolic approaches. Out there from the very beginning, symbolic approaches ex-
plored the representational nature of knowledge and intelligence as symbol manipu-
lation. Several formalisms to encode knowledge have been developed: logic-based,
semantic webs, rule-based for expert systems, or fuzzy logic. In relation and associ-
ated to them, different representations of actions and their results in the environment,
such as graphs or octrees, have been explored in planning.

Connectionism. The connectionist approach, the main example being artificial neu-
ral networks, proposes a model of interconnected networks of simple and often uni-
form units processing information signals. Instead of using a priori models of the
environment, biased by the engineers’ beliefs of how it should be, empirical data is
fed to the system to tune its configuration —i.e. learn— to produce the appropriate
responses. Learning methods are thus the central issue.

Back to cognition

Since the 80s the seek for creating intelligent autonomous behaviour has been put
back in the agenda, having been left to a side for the development of techniques for
specific problems. The coupling of the agent —i.e. the controller— with the world in
a loop through sensing and acting has moved the accent from information-processing
intelligence to cognitive behaviour.

Cognitive architectures represent a systemic approach to intelligence and cogni-
tion. They try to define the basic processes and structures that provide for intelligent
behaviour. Soar is a paradigmatic example [82]. However, in many cases they do not
try to improve control technology but to model human intelligence for its study, such
is the case of ACT-R [7].
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Intelligent Control is the branch of control engineering, in the convergence point
with AI, that has been applying all these advanced techniques to the construction of
control systems. Expert systems and fuzzy controllers have been successfully applied
in process plants. Bayesian methods, such as the Kalman and particle filters are an
standard in controller for mobile robots, and neural networks.

Current control systems managing our high-tech technical infrastructures are com-
plex systems integrating several of this technologies in a variety of heterogeneous
software-intensive components.

1.4 Present Challenges to Autonomous Control Systems

In this quest for autonomy we demand more functionality and more robustness. Today
automobiles do not provide us just with mechanical locomotion, now they also help
us drive to avoid collisions, park, and even entertain the passengers with multimedia
systems. Modern thermostats do not only control the temperature of the room, they
are also able to learn our preferences through the day and the yearly seasons.

Control System

Plant
rest of the system

s1 a1

environment

Figure 1.11: Control systems
are now software-intensive, im-
plemented in a variety of inter-
connected components.

This increased demand for more functionality has conveyed an increase in the
control systems’ complexity, in order to address it. Controllers now include more
elements, with sophisticated functionality (for example, simulators, fault tolerance
mechanisms, real-time problem solving), interacting in more complex ways. Incorpo-
ration of artificial intelligence into the control engineer’s toolbox has also contributed
to produce new waves and ripples of complexity, making controllers to be software-
intensive systems where a great variety of heterogeneous components interact.Today’s
complex process control architecture is a mixture of all these things, running on tech-
nologically diverse computing platforms, with different implementation techniques
and methodologies.

The larger the number of components, the more things there are that could
be faulty. (...) Similarly, the more complex a component, the more chance
there are of it being faulty. [71]
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This means more uncertainty, now on the control system itself, compromising the
assumptions engineers do at design time. Unexpected undesirable interactions be-
tween the system’s components threaten the runtime achievement of requirements.
However, our dependency on these new complex technical systems is rising the re-
quirements on availability, robustness and fault-tolerance.

1.4.1 Robust autonomy: focus on non-functional requirements

Dependability considerations have always been a matter of worries for real-world en-
gineers. They encompass some of the non-functional1 requirements that refer to the
system’s operation at runtime:

reliability is the ability of a system or component to perform its required functions
under stated conditions for a specified period of time,

availability can be simply defined as the proportion of time a system is in a function-
ing condition,

safety refers to the personal harm and equipment damage that can arise due to a sys-
tem failure,

and others that refer to the evolution of the system:

maintainability refers to the ease with which the system may undergo repairs and
changes during its life-time evolution,

scalability is the ability of a system to be enlarged, i.e. by incorporating new com-
ponents, to accommodate growth either quantitatively or qualitatively in perfor-
mance or in the functionality serviced.

Today, given the pervasiveness of technology and control systems in the very in-
frastructure of our world —telecoms, vetronics, energy production plants, distribution
networks, etc.—, dependability has evolved from a necessary issue just in a handful
of safety-critical systems to become an urgent priority.

Survivability [45] emerges as a critical property of autonomous systems. It is
the aspect of system dependability that focuses on preserving system core services,
even when systems are faulty or compromised. A key observation in survivability
engineering —or in dependability in general— is that no amount of technology —
clean process, replication, security, etc.— can guarantee that systems will survive (not
fail, not be penetrated, not be compromised). This is so because the introduction of
new assets into the system, while solving some problems, will add new failure modes
both intrinsic to the new assets or emergent from the integration.

Of special relevance in the case of complex autonomous control systems is the
issue of system-wide emerging dysfunctions, where the root cause of lack of depend-
ability is not a design or run-time fault, but the very behavior of the collection of in-
teracting subsystems. In this case we can even wonder to what degree an engineering-
phase approach can provide any amount of increased survivability or we should revert

1Functional requirements refer to the services we demand of the engineered system; non-functional
requirements are the desiderata about how the services will be provided, i.e. how well, how reliably, etc. . .
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to the implementation of on-line survivability design patterns than could cope in oper-
ation time with the emerging dysfunctions.

1.4.2 Run-time adaptation

The augmented complexity of control systems is accompanied by increased risks of
malfunction, compromise, and cascaded failures. Systems do not only fail due to their
defects or their mismatches with reality, but also because their integration with other
systems that fail, or that may cause emergent systemic failures.

Control System

Plant
rest of the system

s1 a1

environment

?

?
?

other  
systems?

Figure 1.12: The complexity of
control system increases the un-
certainty levels in its internals
and its interface to the environ-
ment. This is also aggravated
because of the connections with
other systems.

This situation results in a new functionality needed in control systems: they must
take care of themselves.

We have already discussed how current control engineering provides run time
adaptation for a limited environmental uncertainty, to address functional requirements,
by converting them into the references for feedback loops. AI and intelligent control
has helped engineers extend the capacity of control systems to adapt also to qualitative
uncertainty at run-time, to some extent.

However, system’s traits such as performance and dependability issues, linked to
non-functional requirements, are only accounted for during development, embedded
in the system’s design. They are fixed at engineering time, and the system has no
capability to adapt if unforeseen circumstances affect them.

More robust autonomous systems are needed. For that we need
control systems capable of adapting at run-time to unexpected
situations, either at the plant, the mission and the system (itself).

This run-time adaptivity involves a series of self-x properties [64, p. 64]: self-
monitoring, self-reflection, self-repairing, self-maintenance, self-reconfiguration. If
intelligent capabilities provided by AI techniques have endowed artificial systems with
the capacity to deal with qualitative uncertainty at both the mission and environment
levels, metacognitive properties seem a reasonable direction to explore to cope with
qualitative uncertainty at the self level and achieve any self-x property.
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1.5 Structure of the Dissertation

The complex fabric of this thesis, touching a manifold of themes, together with the
intricate and non-linear development process followed, makes it really difficult to find
a way to present the research realised in a comprehensive, rigorous and complete
written dissertation. Following we provide a guide to the document. The discourse is
organised around the three phases of the methodological path followed —i.e. analysis
of the problem and extant approaches, development of the solution and validation—
and the basic elements produced as results.

Part I is the introduction, and presents the problem this thesis confronts:

Chapter 1 has described the context of technological demand for more au-
tonomous control systems and engineering methods for them.

Chapter 2 introduces the departing motivation and ideas that have driven this
work, detailing the pursued objectives to finally outline here how the re-
sulting thesis is structured and reported in this document.

Part II is dedicated to the necessary foundation and background, together with a
framing formalisation for the issues at hand:

Chapter 3 presents the scientific and engineering themes that are relevant for
this thesis’ work.

Chapter 4 develops a unified conceptual framework for autonomous systems,
providing elements also to analyse their cognitive operation. This theoret-
ical basement will serve two purposes: i) a foundation for this thesis de-
velopments, ii) an analysis tool to evaluate and compare other approaches
to the problem as well as relevant state of the art work.

Chapter 5 offers an overview of the state of the art of extant approaches to
build systems with similar features to those pursued in this thesis.

Part III presents the core contribution of this thesis, that is an architectural frame-
work for self-aware autonomous systems:

Chapter 6 is dedicated the central ideas of this thesis, a set of postulates that
contain autonomous systems design ideas.

Chapter 7 describes the design patterns developed that reify the thesis postu-
lates.

Chapter 8 details the metamodel of components and functions developed to
account for the ontology and teleology of autonomous systems.

Chapter 9 describes the reference architecture for self-aware autonomous sys-
tems that has been developed.

Part IV develops the validation of the developed framework for self-aware control
systems:
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Chapter 10 presents the engineering methodology developed to accompany
the architecture framework for its application.

Chapter 11 describes the application of the framework to the development of
the testbed application, and the results obtained.

Chapter 12 analyses the results reached in the research, and provides conclud-
ing remarks. Future lines of research are also discussed.

Part V includes reference material:

Bibliography that contains the list of references used in this dissertation and
considered in the research.

Glossary of the concepts of the theoretical framework for autonomous systems
and the specialised terms employed in this dissertation.

1.5.1 Notation

The discourse in this dissertation incorporates many terms common in engineering,
but that are used here in a specific sense within the realm of autonomous systems. In
addition, we have created new terms to refer to particular phenomena that was needed
to dintinguish. All this wording refers to concepts and ideas from different levels
of abstraction and prespectives, i.e. design, run-time operation, modelling, etc. To
facilitate the reading, different font styles have been used to ease disambiguating the
context of a term when it appears in the text:

• concepts in the theoretical framework for cognitive autonomous systems,

• elements in the metamodel for function and components structure,

• elements of the architecture for metacontrol of autonomous systems.

A consistent notation has also been applied to the figures used to illustrate the
control ideas and designs developed. To represent conceptual elements square boxes
have been used, whereas implementation elements have been depicted with round
boxes. Dotted arrow lines have been used for informational flows, and unbroken arrow
lines for actual connectivity between elements (see figure 1.13).

physical connection

informational connection

informational flowconceptual
block

implementation
block

Figure 1.13: Conventions used in the figures of the thesis.
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1.5.2 Examples

To aid in the explanation of the abstract ideas and generalisations presented in this
dissertation, example scenarios are provided all along the text. For the sake of com-
pleteness and consistency, all of them will refer to the same exemplary system, which
is a mobile robot.

The following text style in a gray box is used for all examples:

ExampleExemplary system: mobile robot

The exemplary system is a mobile robot with on-board computational resources
and sensors, and a remote control application running in a desktop for supervision
and operation. The robot consists of a four wheeled differential platform equipped
with odometry and a range laser of 180°. The robot will move in an indoor en-
vironment, made of walls, doors, corridors and pieces of furniture like tables and
chairs. The mission of the system is to go to the destination commanded from the
supervision remote application, given by a point in the 2D Cartesian space. Upon
initialisation the robot is provided with an occupancy map of the environment, as
well as its initial position.

Although a variety of controllers have been used to illustrate control issues in
this chapter, for the majority of the examples in this dissertation the same control
architecture has been considered. This architecture consists of interconnected mod-
ules with different responsibilities. The localisation module uses the laser scans,
the odometric information and the map to estimate the position of the robot with
a Monte-Carlo method. The navigation module maintains an occupancy-grid map
using the laser scans and the estimated position, plans the path to follow to reach
the targeted destination, and computes the robot velocities using a path-following
control algorithm that considers the robot inverse kinematics.

This control architecture is a simplified version of that of the testbed system
that has been developed in the research. The testbed is presented in the next
chapter, and fully detailed in chapter 11.
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Figure 1.14: Schema of the control architecture in the exemplary mobile robot application.
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Chapter 2

Approach and Objectives

Once the context of this work has been described in the previous chapter, now the con-
crete problem it addresses is discussed. The opening section of this chapter presents
the engineering approach to autonomy in which the research is framed, the ASys
project. Then the discussion about the scope of this work motivates the need for
self-aware capabilities in control systems, in order to improve the robust autonomy
of technical systems. Finally the goal of this thesis, which is the analysis and design
of an engineering solution for this self-aware adaptive capabilities, is formulated into
a concrete list of objectives.

2.1 Engineering Autonomy: the ASys Project

This work is situated in the research line of the Autonomous System Laboratory
(ASLab) of the Universidad Politécnica de Madrid, which focuses on the development
of universal control technology for autonomy. The thesis builds on top of previous re-
search efforts in the group, from early attempts to apply intelligent control techniques
for autonomy [128], to recent theoretical achievements in the conceptualisation the
domain of autonomy and perception [90], or developments that formalise it into us-
able software assets, such as an ontology for the engineering of autonomous systems
[18]. All these works, including the present, are framed in ASLab’s ongoing long-term
research project: ASys [139].

2.1.1 ASys Vision

The ASys1 Project intends the creation of science and technology for universal au-
tonomy. In this context, "universal" means that the technology shall be effective in
augmenting the level of autonomy of any kind of artifact in any kind of mission [137].

1Autonomous Systems
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This implies a wide range of (autonomous) systems to be considered in the research,
from robot-based applications to industrial plants for continuous processes. Addition-
ally, the ASys science may serve as a systems-centric substrate for theories of natural
autonomy [36].

As described in the previous chapter, dealing with runtime uncertainty is the prin-
cipal challenge in the pursuit of robust autonomy. Tools from the AI field have been
extensively explored for intelligent control in the past few decades, improving the
adaptivity and efficiency of systems. However, as it has been pointed out, they are usu-
ally valuable only for a restricted type of problems. Besides, a not negligible amount
of tuning for their application to the specific system is usually required. This means
that: i) an important part of the adaptivity is still determined at the design stage, and
ii) the achieved solution is only partially reusable for other systems, and hardly trans-
ferable to other domains.

The underlying ideas of the ASys approach are: i) to overcome the previous issues
by moving the responsibility for adaptation from design time to system’s run time, and
ii) provide the solution in an architectural form, rather than an algorithmic one, so as
to meet the non-functional requirements presented on page 17.

2.1.2 Model-based Autonomy

The strategy proposed to address adaptation at run-time is that of exploiting cognitive
control loops, which are control loops based on knowledge. This knowledge is realised
in the form of different models: of the system, of the environment, and of its mission.
This is the so called model-based view on cognition.

The pervasive model-based approach in ASys is two-folded: an ASys system will
be built using models of it (see figure 2.1), but an ASys system will also exploit models
of itself to drive its operation or behaviour. Model-based engineering and model-based
behaviour then merge into a single driving concept: model-based autonomy. The
main goal: the models the system will use to control its behaviour will eventually be
those very same models used by engineers to build it.

Models constitute thus the core for our autonomous systems research programme.
The type and use of models to be specifically developed for the autonomous system are
considered. User and designer requirements, and constraints imposed by the system
itself will guide the development of the models. ASys is deeply rooted in the Model-
Driven Engineering approach, making models the cornerstone for the development of
the autonomous systems, targeting the ultimate goal of automatic construction of the
system from this models. The next stage is to extract from the built models a particular
view of interest for the autonomous system. Unified functional and structural views are
considered critical for our research as they provide knowledge about both the intended
and the expectable behaviours of the system.

The obtained models will be exploited by means of commercial application en-
gines or customised model execution modules. Models will be exercise during run-
time to derive the most suitable actions to do. Note that models are the knowledge that
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Figure 2.1: ASys model-based approach: the knowledge used to build the
system is converted into engineering models during its development. The au-
tonomous system also uses models for its operation.

the autonomous agent will use to act properly. This knowledge shall include knowl-
edge about the cognitive processes of the agent itself. Considering the metacognitive
needs of autonomous systems, metamodels are addressed in the research. Progressive
domain focalisation will be used to address the different levels of abstraction between
metamodels and models, following the ontological approach to metamodelling [11].

2.1.3 Architectural Approach

Focusing on the system’s architecture is focusing on the structural properties that con-
stitute the more pervasive and stable properties of the system [144]. Architectural
aspects are what critically determine the final capabilities of any information process-
ing technology, such as control systems.

ASys’ seek for an architectural solution derives from its intention to address all
the domain of autonomy, and therefore for the developed technology to be of general
applicability, so it be usable to develop control systems for any plant, e.g. continuous
process plants, air-traffic control or mobile robots; and to meet the critical demands
for dependability and survivavility exposed on page 17, because they critically depend
on the system’s architecture.

In addition, architecture-based development offers the following advantages:

• Systems can be built in a rapid, cost-effective manner by importing (or generat-
ing) externally developed components.

• It is possible to predict global qualities of the final system by analysing the
architecture.

• The development of product lines sharing the same architectural design is easier
and cheaper.

• Restrictions on design variability make the design process more productive and
less prone to faults.
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ASys is thus interested in domain variations of architectural designs for their ap-
plication to different autonomous systems. A reference architecture is an architecture
where the structures and respective elements and relations provide templates to derive
concrete architectures in a particular domain or in a family of software systems, and
can be expressed in a reference architecture model [1, p. 9].

The ASys approach is strongly conceptual and architecture-centric. The suitabil-
ity of extant control and cognitive control architectures and how they match the ASys
research ideas and developed products (ontologies, models, views, engines) shall be
determined and possible adaptations and extensions shall also be considered. The
definition and the consolidation of architectural patterns that capture ways of organ-
ising components in functional subsystems is critical. As a generalisation strategy,
the different elements considered in the ASys research programme will be assessed in
different testbed systems: mobile robots, a chemical reactor, etc.

2.1.4 An integrated approach to engineering autonomy

The strategy to follow to materialise the ASys vision is the construction of a sys-
tems engineering framework [73] that can support the engineering processes associ-
ated with the construction of autonomous systems. Figure 2.2 summarily depicts the
entities, tooling and activities involved in this process. It integrates the previously
discussed ideas: an architecture-centric design approach, a methodology to engineer
autonomous systems based on models, and an asset base of modular elements to fill in
the roles specified in the architectural patterns.

The ASys engineering process covers from the initial capture of application re-
quirements and domain knowledge, so as to define the initial system specification, to
the implementation of the final product —i.e. the autonomous system.

The ASys vision suggests that the self-x competences [132] that are necessary
to increase system autonomy and resilience, can be based on the models used in the
engineering of the system. As depicted in figure 2.2, the autonomous system Model is
transformed, by synthesis, in 1) the Autonomous System and 2) the run-time Model of
itself that it uses during its operation.

The central part of figure 2.2 shows this process where the Model is transformed
into the Autonomous System. The Integrated Control Environment (ICe) toolset shall
be used to exploit an asset base to sustain this engineering process:

The asset base contains :

ASys Ontology: An ontology of the domain of general autonomous systems. This
serves as the core ontological substrate for all ASys elements.

Domain Ontologies: Domain ontologies focused in the different application domains
of ASys. The two domains that are the current focus of the work are process
control systems and mobile robotics —the domain of this thesis.
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Figure 2.2: Tasks and products in the overall ASys vision (adapted from [139]).
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Design Patterns: Reusable designs of subsystems of the autonomous agent. A big
part of this thesis deals with some of the core patterns for ASys.

Components: Reusable software implementations that can be used to play the roles
specified by the patterns.

The ICe tool supports several activities:

Specification: The specification of the ASys concerns the intended use and autonomy
properties for the agent.

Design: The design specifies the architectural organization of the agent using the
ASys pattern language as design vocabulary.

Synthesis: The synthesis produces both the agent implementation —obtaining com-
ponents for the pattern roles— and the run-time model —by means of model
transformation methods.

Documentation: The capture of all reference material that may remain somewhat
hidden due to the automated nature of some of the processes.

Deployment: Deployment of the ASys and run-time models in real operational con-
ditions.

Operation: Operation of the ASys through an RCP-based user interface.

Asset Management: Management of the asset base including incorporation of new
assets specifically developed for concrete applications.

2.2 Scope of this thesis

The motivation for this PhD work is the search for a technology capable of improving
current levels of autonomy in technical systems, addressing the demands on robust-
ness and dependability as presented in 1.4, by leveraging their capacity for a special
cognitive capability: functional self-awareness.

It addresses the ASys’ objective to achieve, eventually, any level of autonomy by
letting the control system handle itself [133], moving the responsibility of adaptation
from engineers at design time to the control system itself at run time. This would even-
tually allow systems to cope with all kinds of uncertainty either at the environment,
mission, or the system itself levels.

2.2.1 Self-awareness for Run-time Adaptivity

For this runtime adaptation we have explored the possibility of providing control sys-
tems with the key element that control engineers use to design the required system’s
behaviour: knowledge; and the capability to exploit it, as engineers do. Knowledge
about the requirements (the mission), knowledge of the system itself, and the mecha-
nisms to understand their relationship, as reified during design. To use it, the system
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must be able to relate it to the run-time circumstances. This implies that the system
must be able to observe its state in relation to its functionality, and from that also be
capable of reconfiguring its structure on the fly if needed.

It is in the point of observability where self-awareness comes into play. The control
system must be capable of deriving appropriate control actions (reconfiguration) from
the observed state. So it is not just an issue of monitoring certain internal variables,
the system needs an understanding of the functional implications of the observed situ-
ation. It has to analyse it in the view of the required behaviour, as stated in its mission.

There is a cognitive capability in some biological systems closely related to these
issues of understanding, meaning and self-representation: consciousness or self-awareness.
Recent research on this phenomena is showing the evolutionary value of self-awareness,
which could be related with the leverage of other cognitive traits. This has been the
motivation to explore the idea of introducing in the control systems self-aware mech-
anisms that exploit the models for enhanced run-time adaptivity.

Considering the context of ASys, this work has tried to advance in the realisation
of the model-based cognition view, with special focus on extending it to integrate the
self-awareness phenomena.

2.2.2 Architecture for Self-aware Control Systems

Exploiting knowledge about the mission and the system itself is not new. From the
very beginning of AI the issue of how to represent the system’s mission as goals
has been a main research theme. Artificial agents [72] are usually designed to main-
tain representations of themselves and their capabilities. However, these are typically
black-box representations: the agent knows nothing of the design intricacies of how
its structure renders those capabilities or functions that realise its goals. The represen-
tations are used in open-loop, added to the agents’ behaviour generation mechanisms,
without a dedicated feedback control mechanism with a reference.

There are other control approaches, such as fault-tolerant control, that dedicate
architectural mechanisms to use knowledge of the system, but it is usually limited to
faults, and tending to ad-hoc algorithms and predefined configurations.

Adhering to ASys focus on architecture, this thesis aimed to explore the incorpora-
tion of self-awareness into the control architecture. That is, have a control loop, based
on engineering knowledge of the control system, controlling the control system itself.
This is what we have defined as metacontrol. In summary:

this thesis has intended to advance in the formulation and tech-
nical reification of ASys principles of model-based cognition and
having systems self-handle at run time for robust autonomy. For
that it has focused on the biologically inspired capability of self-
awareness, and explored the possibilities to embed it into the very
architecture of control systems.
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Example

Suppose we have developed a control system for our mobile robot that allows
for autonomous navigation in an office-like environment, so we can command it to
go to a certain destination. Such a controller typically consists of several compo-
nents: I/O drivers, localization module, obstacle mapper, planner, local navigator,
operator interface. . . adequately configured for the application, i.e. different cost
functions for mapping obstacles are advisable depending on the cluttering of the
environment.

During the system’s operation many things can go wrong. Let us imagine two
scenarios: that make the robot fail:

Scenario 1: the range sensor stops working due to an internal failure.

Scenario 2: the localization algorithm does not converge to a solution.

In both cases the result is a deviation from the desired navigation behaviour.
The self-localisation of the robot fails, that typically resulting in the planning algo-
rithm to execute a fail-safe action, such as stopping or turning around in the same
spot to obtain new sensory readings if possible.

To robustly preserve autonomy, adequate response targeting the source of the
problematic situation is needed. Fault-tolerant techniques could address scenario 1
to some extent. However, the more general solution, and the one is actually very
commonly employed, resigns autonomy. It consist of engineers2 take care of the
problem at runtime:

Firstly by diagnosing the situation, i.e. identify the failure and evaluate its impact
on the functions of the system, which are, in each scenario:

Scenario 1: laser internal failure, which compromises the functioning of localiza-
tion and navigation.

Scenario 2: localization algorithm not achieving a solution as expected, so no
estimation of the position is generate, which prevents global navigation.
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Figure 2.3: To recover from unexpected situations, sometimes engineers have to re-configure
the system on the fly.

Then they would take appropriate reconfiguration actions, for example:

Scenario 1: halt movement, and reconfigure the localization and navigation to use
other available sensory source if possible, such as infrared sensors.

Scenario 2: reconfigure the localization algorithm parameters, and slow down mo-
tor velocities.

In this thesis we have explored architectural design solutions so that these
actions are not taken by engineers, but by the robot itself, being the result of
a single architectural mechanism embedded in the control system of the robot,
making it self-aware of its mission, itself and its environment, and eventually, the
relationship between both at the very engineering level, which is the cornerstone
here.

2.2.3 Dimensions of generality

This thesis intends generality in its developments. In this line, this thesis seeks the
definition of patterns and the implementation of components to address system self-
awareness needs of general applicability. As part of the ASys project, it stands in an
universality track; we seek unified general solutions instead of collections of specific
ones.

Take for example the case of achieving immunity against cyber-threats by self-x
mechanisms. In a conventional approach, a classic virus scanner is a self-x mecha-
nism that is automatically triggered to detect threats in the system. In a step towards
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generality Musliner et al. [98] offer an implementation of a system that rather than
scanning a computer all night to see if it has been compromised by an exploit, it will
scan for vulnerable software and repair or shield it. It is not focused on detecting
specific viruses but on identifying vulnerabilities that would be exploited by any of
such viruses. The FUZZBUSTER system approaches generality by getting rid of the
virus specificities and focusing on the inherent physical and operational structure of
the attack (in strong relation with the structure of the "self" as system).

Generality means the system being not limited to one particular case. Generalisa-
tion can be thought-out as an inductive process, progressively addressing particulars
using a fundamentally simple metamodel. This is what virus scanners do: collect in-
formation about hundreds of viruses using simple binary signature metamodel. How-
ever, true generality is attained when a general but deep description of the many cases
—a deep model— is attained. Individuals match the features of the model, that are
applicable to the whole as well as to every one of the individuals.

However, in the context of systems engineering, the term "generality" needs a
conceptual clarification. This is needed because of the different aspects of generality
that the problem and its solution may imply [100], especially in the case of software
systems.

There are many directions to pursue, and generality can be sought in relation to:

• The different domain systems that are the final products of the ASys engineer-
ing process. A solution —a pattern, a component— is said to be general if it
can be applied to different domain systems [62]. For example, a GPS-based lo-
calization component can be used in different mobile robots without any major
change.

• The different subsystems in a specific domain system. A solution is said to be
general when it can be applied transparently to different elements that form part
of the domain system [148]. For example, a check-pointing pattern is said to be
general because it can be applied to different subsystems; e.g. it can be applied
both to to the mission constraints database and the localisation subsystem.

• The different platforms over which it can be deployed. A solution is said to be
general when it can be realised in different implementation platforms straight-
forwardly [89]. For example, when a design pattern can easily be realised as a
collection of distributed Java objects using RMI or as a DDS application.

• The different control levels of the ASys. A solution is said to be general when
it can be applied to tackling similar problems at different layers of a control
pyramid [109]. For example when a robust navigation algorithm can be used at
the level of local object avoidance and global mission path planning.

• The different meta levels of the system. A solution is said to be general when it
can be applied to a hierarchy of meta/domain pairs [112]. For example the same
kind of model-based perception algorithms can be used to perceive the state of
the world around the robot and the state of the components that constitute the
robot controller.
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The objective of generalisation is dual: a) on one side it contributes to a reduc-
tion of effort, as is the case of reusing software implementations of algorithms across
control layers [78]; and b) on the other side it contributes to usability, quality and
robustness in the sense of having designs that are cleaner, more understandable and
applicable[40]. Object-oriented technology is specially suitable for this effort [117]
and it is what has been used in this thesis in the form of a software framework [152].

2.3 Objectives

To condense the scope of this research, the question that it has tried to answer is:

How can we enhance control systems with self-aware capabilities so as
to robustly improve their autonomy?

Following the ASys’ architectural approach, the theoretical results of this work
should be developed in an architectural form. Concretely, a reference control archi-
tecture, providing an engineering guideline for the development of self-aware control
systems for any application domain.

The aim of this thesis, despite the deep theoretical research it addresses, has been to
be of practical engineering applicability. Software assets should be developed to reify
the reference architecture. To guide their implementation and validate the approach,
the architecture should be deployed in a real autonomous system application, simple
enough to be achievable in a small-scale project, but requiring of robust autonomy in
a context of challenging uncertainty.

All these intentions can be synthesized in the following list of specific objectives:

1. AnalysisAnalyse the functional value of the adaptive mechanisms related to biological
self-awareness for its applicability in cognitive artificial systems. Extant techni-
cal mechanisms rendering a similar functionality will also be studied.

2. Explore the relation between self-awareness and models. Given a conceptuali-
sation of cognition as the exploitation of explicit models to efficiently drive the
behaviour of systems, self-awareness is to be explained under this theoretical
framework.

3. DevelopmentElaborate control design principles to guide the development of control systems
with self-aware properties. These principles will be the result of the previous
studies.

4. Develop an architecture for self-aware control systems from the previous prin-
ciples. This architecture shall be of general applicability to the design of au-
tonomous systems, independently of the domain, the particular application and
the specific technical platform employed for its implementation.

5. ValidationBuild reusable software assets for the application of the developed architecture
to the building of control systems in different domains.
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6. Demonstrate the validity of the approach by developing a testbed application
using the architecture and assets developed.

2.4 Research methodology

To address the previous objectives, a multidisciplinary work has been carried during
the last 5 years. During that time, apparently disparate themes from different dis-
ciplines —control, cognitive science, general systems theory, software development,
modelling, cognitive architectures, etc.— have been studied seeking for the appropri-
ate conceptualisations and tools to tackle the proposed problem.

Given the multidisciplinary character in this work and the generality sought, while
maintaining an ambition of immediate engineering applicability, a mixed methodology
in between the scientific method and the engineering process has been used. Firstly,
preliminary analysis phase was conducted to characterise the problem, identify the key
issues and the research areas and technologies of potential relevance, studying extant
approaches that tackle the problem, or variants of it. The results obtained from this
phase were used at the inception of the solution proposed, which was developed from
initial design principles into a complete architectural framework for the design of self-
aware control systems. A concrete implementation of the architecture for a testbed
application was finally realised to validate the approach and the work done.

Analysis

DevelopmentValidation

state of
the art

themes
objectives

theoretical
framework

design
principlesfinal

testbed

architectural
framework

patternsarchitecture
prototype

Figure 2.4: The phases of the iterative process followed
in this thesis, and the milestones achieved.

Due to the novelty of the approach and the mixture of themes touched and as-
pects addressed (biological models, engineering methodologies, control theories. . . ),
there was no standard solid common ground to depart from, so, to guarantee a sound
progress, the development process of this work was iterative, somehow following the
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spiral model from software development [23]. Figure 2.4 shows the three discussed
phases and the basic elements addressed and results.

2.4.1 Mobile Robot Testbed

A testbed system has been used to guide the work. The deeply theoretical and abstract
nature of the basement of this thesis put the results of the work at risk of loosing
connection with the current reality and practical applicability. The testbed has served
to purvey a bottom-up perspective to help clarifying the issues at hand, and keep the
deep theoretical developments deeply grounded in the needs of real systems.
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Figure 2.5: Relevant elements in the implementation view of the control for the testbed
application. Well established control techniques for the robotic domain such as SLAM
and Kalman filtering, as well as COTS software, such as driver libraries or middleware
infrastructure, have been used, and so knowledge about them implicitly and explicitly
used in the engineering of the control system.

To maintain the general validity of its outcomes, the selected testbed had to cover
most of the issues addressed by this thesis. It should also be broadly representative for
other systems, its nature and properties including as much a variety as possible so as
to cover the widest range of possibilities.

For these reasons an autonomous mobile robot application was chosen. Mobile
robot applications demand autonomous operation in open-ended and real-time envi-
ronments, thus encompassing both quantitative and qualitative environment uncer-
tainty. Their navigation-based missions require sophisticated functionality such as
localisation, planning and obstacle avoidance, while reliability and safety are criti-
cal. Control systems for mobile robots are software-intensive, including heteroge-
neous components integrating different techniques and complex algorithms. Besides,
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the system encompasses continuous and discrete variables, physical and informational
components, etc.

The concrete testbed consists of developing the control system for patrolling an
indoor office-like area. The system consists of a mobile robot platform equipped with
range and odometry sensors and a depth camera, and on-board and remote computing
resources. Figure 2.5 depicts the basic elements in the testbed application, which are
described in detail in chapter 11.

2.4.2 Basic elements of this work

The result of the research done for this PhD thesis is a framework for the engineering
of autonomous systems: the OM Architectural Framework. It encompasses theoreti-
cal conceptualisations, guidelines and principles, together with design and implemen-
tation assets. They have been validated by the development of the testbed control
application.

Figure 2.6 sketches all these results into basic elements, showing their relations
according to the development process followed. The theoretical framework contains
the conceptualisations and vision of autonomous systems at the base of the research
developed. The elements in bold have been completely developed in this research.
The OM Architectural Framework, and its accompanying engineering process, are the
reification of the results of the work done, demonstrated by their application to the
development of the testbed mobile robotic system.
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Chapter 3

Core Themes

This chapter presents the core themes that have been addressed during the develop-
ment of the research. They are from different disciplines, and may seem disconnected
and far apart in the scientific domain. However they converge in our exploration of
new engineering methods for autonomous systems. Biological self-awareness was the
initial triggering motivation, given its claimed evolutionary value for adaptation. Mod-
elling is a central and pervasive topic in our research, and it is discussed in section 3.3,
devoted to functional modelling, and section 3.2, which treats software modelling and
theoretical considerations about general modelling. Design patterns, to which section
3.4 is devoted, are a technique used to describe design solutions, which has been used
to shape the one developed in this work. Fault-tolerance is an are of maximal rel-
evance for our research regarding run-time adaptivity in technical systems. Finally,
component platforms currently seems the more appropriate technology for realising
complex control applications such as autonomous systems.

3.1 Biological Self-Awareness

Biological inspiration has usually guided research on autonomy and intelligence. The
brain and the rest of the central nervous system is regarded as a very adaptable con-
trol system, providing intelligent behaviour. The study of the biological mind and its
cognitive capabilities has thus inspired many useful AI techniques. Following this bio-
inspiration we have looked at the most advanced cognitive trait in biological systems:
consciousness or self-awareness, to investigate the possibilities that it may render in
our quest in the artificial realm.

Our ability as human beings to think it over what we are doing, reflecting about
our actions including the process of thought itself, goes beyond cognitive abilities that
make use of internal representations of our environment in order to optimise behaviour.
These are aspects involved in self-awareness, a phenomena associated to conscious-
ness. It is an attribute we humans have reserved for millennia to those of our kind, as
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a distinctive trait of our very nature, and that science has only started to demystify in
the past century.

Recent research on consciousness1 is showing its evolutionary value, which is
probably shared with other mammals, at least our relatives the big apes. It is argued
that it could provide for some core functionality enhancing the cognitive capabilities
of these species [6] and resulting in improved adaptability [41]. This has led us to
investigate on the possibility of developing a technology for control by exploiting
similar traits.

3.1.1 The Conscious Phenomena

We can find a profusion of terms for referring to consciousness in different disciplines:
vegetative state, coma, sleep or wakefulness in medicine, reportability, attention or
voluntary control in psychology or phenomenology and qualia in philosophy are a
few examples. Some refer to precise clinical states —i.e. medical terms—, others
cognitive functions —in psychology—, and sometimes they are overused and become
buzzwords —i.e. self, awareness—. A good part of the confusion around conscious-
ness is precisely due to the relaxed use of these concepts, which pertain to different
domains and levels of abstraction, with specific context-dependent meanings and con-
notations. Terms and concepts from different realms usually refer to similar parts of
the problem of consciousness, but their mapping is usually less than perfect so their
loose use results misleading. As Sloman puts it [146]:

“it (consciousness) is a cluster concept, in that it refers to a
collection of loosely-related and ill defined phenomena.”

What follows is a reasonable list of the referred phenomena related to conscious-
ness, synopsized from a cross-domain perspective:

Awareness of the world: It is usually explained as the access to some information
that is used to control/generate behaviour [32]. A theoretical approach already
formulated by Craik [39] considers that this information is actually an inter-
nalised model the agent has of the surrounding world.

Self(–awareness): As commonly understood, the problem of the self has two strands:
one involving the differentiation one’s own from the rest of the world with the
related sense of agency, and the other one comprising the identity of oneself
as a result of development, like the record of autobiographical memories which
render personality in humans[41].

Introspection: Our ability to observe our own mental and emotional processes is one
of the most puzzling aspects of consciousness, with many theories trying to ac-
count for mental states whose objects are other mental states while avoiding
the homunculus trap. It is related to inner speech and imagery, and is also re-

1Consciousness and self-awareness will be used indistinctly for the moment; more detail on the different
aspects of this phenomena will be given in the following
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ferred to as reflection, which can be considered a special kind of access to some
intellectual resources [22].

Attention: The term consciousness is often conflated with attention in the literature,
thus promoting confusion [14]. However some authors neatly distinguish them
while preserving their deep relation [150]: the psychological phenomenon of
attention is generally regarded as the selective process responsible for deciding
which contents in the mind become conscious. Other authors [147] consider that
attention is also a selective process not for deciding which enters consciousness,
but for focusing on the more relevant contents within those already conscious,
the rest forming a background.

Voluntary control: This volitional aspect is closely coupled with the already referred
sense of agency. There is a clear common sense distinction between involuntary
actions, like kicking when hit in the knee or an spontaneous smile, and voluntary
ones like rising an arm because of deciding so, the later “voluntary” control
being equivalent to “conscious” control [14] in the line of James’ ideomotor
theory of controlling action as a result of bringing to consciousness the desired
goal.

The reader familiar with the research on consciousness may miss phenomenolog-
ical aspects from the previous list. We have left at a side the problem of phenomenal
consciousness and qualia in this work, given that not only its value but its very nature
is still a subject of intense and philosophical debate. However, some daring and in-
teresting approaches have been done from the engineering realm [58, 9], including a
recent interpretation in the context of this thesis [131].

3.1.2 Models of Biological Consciousness

There is a pervasive debate in the scientific study of consciousness regarding its nature.
Some authors claim consciousness is a property of some mental contents. A living or-
ganism is thus considered conscious if its mental operation involves such contents.
Other authors hypothesize that consciousness is a mental process. As it usually hap-
pens, there are models of consciousness covering the whole spectrum from process to
property.

One of the more popular models of consciousness is Bernard Baars Global Workspace
Theory (GWT), which considers a dual nature, consciousness being both a property
of some mental contents and a process related to them. GWT is a theory of conscious-
ness in the approach to cognitive psychology that considers a computational view to
the mind, that is in terms of modules and processes that manipulate information. Its
central idea is the Global Access Hypothesis [15]:

Consciousness enables global access to multiple brain capaci-
ties, which otherwise function separately.

GW Theory can be explained using a theater metaphor: consciousness resembles
a bright spot on the theater stage of working memory, directed by the spotlight of
attention. The conscious processes are the actors competing for the spotlight, which
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allows them to broadcast their content to the audience, the unconscious processes. Be-
hind the scenes are contextual systems, such as intentions, expectations, which shape
conscious contents.

Most models of consciousness distinguish different levels. For example Sommer-
hoff identifies three dimensions:

awareness of the surrounding world: from sensory input an internal representation
or model of the surrounding is maintained,

awareness of the self: not only the body, e.g. posture and movement, but also a self-
image including aspects of personality, ultimately related to self-awareness,

awareness of one’s thoughts and feelings: this involves representations of the pro-
cesses of the mind.

Baars and Damasio consider similar dimensions of the conscious phenomena.

In relation to the perspective of consciousness as a property of mental contents,
the first scientific challenge is the definition of these mental contents. This is another
philosophical debate in cognitive science [25]. In the cognitivist [154] stance this
thesis takes, mental contents are representations, even if disputing about their nature
—e.g. symbolic vs connectionism.

An interesting theory relating representations in the mind and consciousness is
that of Sommerhoff [147], which considers mental representations as expectancies.
Otherwise there would be symbols, and that leads to the symbol grounding problem
[60]. This means that an object is represented in the mind in the form of the behaviour
related to it, rather than a symbolic mapping of its sensed featured. The sensory in-
put elicit or sustain these representations. Sommerhoff states that consciousness is
precisely an Integral Global Representation (IGR), a functional unit that integrates
representations of the fact that first-order representations of sensory inputs and stimuli
are part of the state of the organism.

Regarding the view of consciousness as a process, some models suggest that con-
sciousness provides an infrastructure of services to support high-level cognitive pro-
cesses [67]. This is the case of the models of François Anceau [6] and Johnson-Laird
[74], which pertain also to the computational and informational view of cognition.

Anceau hypothesizes that consciousness provides an environment or platform to
support high-level cognitive processes. Its sequential character is its key property.
According to him the function of consciousness seems to be but to sequentially trigger
actions and thoughts, its sequentiality guaranteeing the temporal coherence of their
operation.

Johnson-Laird’s theory is that of the operating system metaphor. He proposes
to consider consciousness as a central executive managing cognitive processes. This
executive receives messages that represent the world from the processors in lower
levels and would send messages to them to communicate its plans. That conscious
process is, according to him, ontologically different from the unconscious processes:
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The conscious process is the serial process of explicitly struc-
tured symbols, whereas the unconscious are parallel processing
of distributed symbolic representations.

[74]

3.1.3 Analysis of the functions of consciousness

Notwithstanding the previous discussion, the relations and couplings between the
above aspects of consciousness, and the interdisciplinar use of the terms used to talk
about them suggest that there are some common core principles underlying these phe-
nomena. Being engineers in the pursue of methods for building more autonomous
technology by applying useful principles underlying natural systems, and not com-
mitted to the mimicking of its material realisation in animals [129], we are interested
in the functional concepts, rather than in the specific physical substrate of conscious-
ness2.

Therefore we shall now make a summary of the more relevant functions, accord-
ing to our perspective, identified so far by the theories developed in the search for
explanation of the previous aspects of consciousness. We will try to present them as a
sound set of functional concepts as general as possible, by abstracting from the domain
specific details, and as far as possible clearly differentiated, separating intermingled
concepts, while preserving the terminology used in the literature.

Access: Many theories on consciousness assign it the role a blackboard has in the
so named architectures in artificial intelligence, which is that of allowing the
different processes running in the system—i.e. the mind—to put their content at
disposal of the rest by means of a broadcasting mechanism. This is, for example,
the main hypothesis underlying Baar’s Global Workspace Theory [15].

Sequentiality: The serial and limited character of consciousness could be a mecha-
nism for guaranteeing the consistency and unity in the mental contents [14]. The
sequential character of conscious contents could also be involved in our sense of
time, allowing for the temporal analysis of perceptions as Anceau [6] proposes.

Integration: An important function attributed to consciousness is that of integrating
multiple sensory input into a single unified experience [16].

Meta-representation: another one of the more common ideas about what conscious-
ness is (or how does it work) is that of structures in the mind/brain representing
other structures in the mind/brain, that is second order representations [22]. That
is Damasio’s idea of conscious creatures constructing images of a part of them-
selves forming images of something else [41], Singer’s meta-representations of
the brain’s own computational operations [145] or Sommerhoff’s representa-
tions in the IGR [147].

2The physical substrate in the brain for consciousness is usually referred to as the neural correlate in the
specialized literature.
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Metareasoning: This feature of consciousness is strongly related with the previous
one, and refers to the capacity of conscious brains to operate upon their own
operations, for example monitor and reason about them or evaluate their per-
formance, as Singer [145] proposes. Other authors separate high-level (meta-)
cognitive processes, such as reasoning or long term memory from conscious-
ness, but keep them related because, due to these processes being very resource
demanding, only conscious contents have access to them [15]. Anceau goes
further by proposing that the role consciousness is providing the underlying
mechanisms —i.e. the previously enumerated functions— that subserve the
functioning of those high level processes [6].

Evaluation: Some authors relate consciousness to value-assigning systems in the
brain, e.g. the mentioned view of Singer associating it to a certain monitoring at
a metalevel which provides the brain with the capability of comparing the per-
formance of its operations [145], or the evaluation of plans by affective states,
bringing up the close interconnection between emotion and consciousness [4].

Learning: while the learning process is itself unconscious, there is strong evidence
for learning of conscious events and no robust one so far for long-term learn-
ing of unconscious input [16]. There seems to be a relation between events or
entities entering consciousness and our capacity to learn them [15].

The previous list is not exhaustive, but it captures the functional hypothesis about
consciousness put forward in the literature that we judge more relevant for our ap-
proach to self-awareness.

As a line of research in the pursue of building more autonomous and robust sys-
tems, machine consciousness must not be over-restricted by its biological counterpart,
we do not want the self-aware control system of a chemical plant not allowing for the
production of more than a product at a time because of its limited attentional capacity,
for example. We propose that, despite providing a plausible explanation of human
consciousness in terms of mechanisms evolved for synchronization and adaptation
to a causal world [6], the sequential character of consciousness is not necessary for
self-awareness in artificial systems. Other techniques for assuring consistency and co-
hesion can be used, together with alternative mechanisms for dealing with time, while
maintaining a distributed and parallel processing paradigm.

3.2 Models

Models are central to this research, and they are at the core of the ASys vision of
cognition. Models are important as they are the way that everybody (humans and
systems) knows how to interact with the real world. A model is a construct to help in
a better understanding of real world systems.

Rosen [121] provides a definition of model in terms of a modelling relation that
fits the ASys perspective:
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A system A is in a modelling relation with another system B —i.e. is a
model of it— if the entailments in model A can be mapped to entailments
in model B.

In the case of cognitive systems, model A will be abstract and stored in the mind
or the body of the cognitive agent and system B will be part of its surrounding reality
[134].

Models may vary widely in terms of purpose, detail, completitude, implemen-
tation, etc. A model will represent only those object traits that are relevant for the
purpose of the model and this representation may be not only not explicit, but fully
fused with the model exploitation mechanism.

The focus of this work is the engineer of control systems for autonomous applica-
tions, which are software intensive. Therefore, we are specially interested in models
in software. This is not just software models, but the use of models in the life-cycle of
software systems. This section focuses on models from the software perspective.

3.2.1 Model-Driven Engineering

Model-Driven Engineering (MDE) is a software development methodology centered
around the exploitation of models rather than algorithmic or computational issues. It
is not that these later aspects are neglected, but rather than the driving mechanism in
the progressive design of the solution by refinement are domain models: abstract rep-
resentations of the knowledge and activities that govern the domain of the application.

MDE tries to improve productivity by maximising re-usability of models and sim-
plifying the design process with the use of standard domain solutions captured in de-
sign patterns, also modelled.

Simplifying a bit, development consists of three phases:

1. Analysis: all aspects of the problem, that is from the client perspective, are
captured in analysis models.

2. Design: produces an architectural design specification of the system, in the form
of design models of the solution at different levels of detail.

3. Implementation: from the design models the final system is implemented.

According to MDE, models must be formally connected, so that it is possible to
trace the refinement of every design element, down to its implementation and up to the
more abstract analysis model and related requirements. Portions of the solution at any
level can be thus re-used for other applications. moreover, the ultimate objective is to
automate this model refinement through automatic transformations. Automatic code
generation in C++ or Java from UML models is an example of this.

Model re-use through transformation, serialisation and exchange is key. For all
this to be realisable, meta-modeling is required: the models must be formal, that is
conform to a certain set of rules, defined in metamodels [11].
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Model-Driven Architecture

MDE has gained popularity thanks to the OMG’s effort to build a foundation for it,
called Model-Driven Architecture (MDA). It is a software design approach that fo-
cuses on architecture, so that models incorporate progressively more detail in terms of
the implementing platform. The platform can be the component model middleware,
such as CORBA or DCOM, the programming language such as C++ or Java, or the
libraries or frameworks used in the implementation.

The development process departs from a computation-independent model (CIM),
which models the knowledge about the engineering problem, including a domain
model and requirements. From here, the designer defines the system functionality
in abstract terms, developing the Platform-independent Model (PIM), which describes
the engineering solution abstracting from any platform the system may run on. To
conclude, the Platform-specific Model (PSM) is produced by extending the PIM with
information of the specific platforms used to implement the system. Eventually all this
information is captured in models and incorporated through automatic transformations
from the PIM to the final PSM.

Platform-2 specific 
model (PSM)

Platform independent 
model (PIM)

Computation 
independent model 

(CIM)

Platform-2 specific 
extension (PSE)

Model 
weaving

Model 
weaving

Platform-1 specific 
extension (PSE)

Platform-1 specific
model (PSM)

Figure 3.1: Model weaving process in MDA to go from PIM to
PSM, adapted from [11].
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MDA tools: the OMG has produces a set of standards and specifications, rather than
implemented solutions, to support the MDA approach:

UML – Unified Modelling Language: the well known modelling language for soft-
ware systems. According to OMG meta-modelling, UML is the metamodel for
all models written in the UML language.

MOF – Meta-Object Facility: the metamodelling architecture for MDE, can be con-
sidered a standard for writing metamodels.

XMI – XML Metadata Interchange is the OMG’s standard for interchanging meta-
data (e.g. models) through XML. It can be used for any model expressed in
MOF, for example all UML models.

QVT – Query/View/Transformation is a standard set of languages for model trans-
formation.

3.2.2 MDE and control applications

Model-Driven Engineering and MDA are relevant to this work because it leverages
the use of explicit knowledge in the form of models in the development of systems, in
this case software systems.

Hastbacka et al. [61] propose an approach to use MDE and domain-specific mod-
eling to industrial process control applications. In these applications there are differ-
ent disciplines involved, and modeling concepts and methods are needed for control
patterns and algorithms, domain-specific concepts, or instrumentation (sensors, actu-
ators). For that purpose they have developed the UML Automation Profile (AP) based
on the first-class extension mechanism for UML, which constitutes a metamodel for
the domain of process control applications.

3.2.3 Models and metamodelling

In software engineering a model is an artifact constructed according to a certain a mod-
eling language, such as UML [105, 104], that describes the system, including usually
a graphical representations of it using different types of diagrams. These diagrams
allow an easier and faster understanding of the software system than the code level.

A model is an abstraction of a (real or language-based) system allowing
predictions or inferences to be made. [79]

Models adhere to the closed world assumption [11]: anything that is not speci-
fied by the model is implicitly disallowed (or allowed). Models in MDE specify the
implementation of systems, they are thus prescriptive.

The OMG MDA approach is based on the utilization of a language to write meta-
models called the Meta Object Facility (MOF). MOF is defined as a four-layer archi-
tecture for metamodelling, as depicted in figure 3.2. It provides a meta-meta model
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at the top layer, called the M3 layer. The M3 model is the language used by MOF
to build metamodels, called M2 models. The most prominent example of a model in
layer 2 is the UML metamodel. M2 models describe M1 models. These would be,
for example, models written in UML. The last layer is the M0-layer or data layer. It
is used to describe real-world objects. MOF is a closed metamodelling architecture; it
defines an M3 model, which conforms to itself.

MOF

user modelsUML models

UML, SysML...MOF metamodels

objects user data

M3
metametamodel level

M2
metamodel level

M1
model level

M0
object level

<<instance-of>>

<<instance-of>>

<<instance-of>>

Figure 3.2: OMG’s metamodelling architecture: MOF.

Metamodels

A metamodel is a model of models, [63] or a prescriptive model of a modelling lan-
guage.

“[A metamodel is a] model that defines the language for expressing a model.”[104]

A model is said to conform to its metamodel when each element in the model
maps to a definitional element in the metamodel [63]. Atkinson et al. discuss about
this, since strict conformance does not always hold, and when it does it leads to some
inconsistencies [13]:

Strict metamodeling: is based on the tenet that if a model A is an instance-of another
model B (its metamodel) then every element of A is an instance-of some element
in B.

Loose metamodeling: one model is an instance-of another model, but where the
strict requirements on the instance-of relationship between individual model el-
ements does not hold.
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3.2.4 Ontologies

A special flavour of models, ontologies, became relevant to the Knowledge Engineer-
ing community some years ago, mainly promoted by the Semantic Web. The term
ontology was borrowed by the software community from Philosophy as ontology was
understood a systematic account of Existence.

This notion of ontology developed from Artificial Intelligence research on how
to represent knowledge to support intelligent behaviour [12]. This is way they are
typically intended for exploitation of knowledge at run time, and must be “formal”
in the sense of being understandable by a computer —i.e. they support automated
reasoning.

One of the most agreed definition is that of Guarino [56]:

An ontology is an explicit specification of a conceptualization.

An ontology formally represents knowledge as a set of concepts within a domain,
and the relationships between those concepts. It can be used to reason about the enti-
ties within that domain.

An ontology consists of classes, instances, functions, relationships and axioms.
Classes correspond to entities in the domain. Instances are the actual objects which
are in the domain. Functions and relationships relate entities in the domain. Axioms
constrain the use of all the former elements [56].

Ontologies could be considered to be reusable building components when mod-
eling system at a knowledge level. They have been regarded as an extension to
knowledge–level modeling, by enabling knowledge sharing and reuse. Therefore, they
are key techniques to build knowledge–intensive systems [18].

Many authors ([11, 63]) agree on the distinction of two main categories of ontolo-
gies:

Domain ontologies: most works on ontologies refer to domain ontologies, which ex-
press conceptualisations of a certain domain in the world, e.g. medicine, defin-
ing a shared vocabulary in between the stakeholders of that domain.

Foundational or upper-level ontologies: provide a conceptualisation for other on-
tologies, making no claims about the world.

3.2.5 Ontologies vs Models & Metamodels

We have presented two main approaches to modeling in software systems that are
relevant for this thesis: the metamodelling approach in the MDE paradigm, and the
ontology approach used for knowledge based systems. In the following we present
their differences, but also their possible relations to complement and integrate in the
MDE approach.

Differences between models and ontologies have been summarised in [11]:
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• Sharedness: ontologies are meant to be reused and share among users, whereas
models are less so.

• Open–world assumption: it states that anything not clearly defined is unknown.
Ontologies rely on this assumption, as they regard the lack of knowledge as
unknown. It does not imply falsity of former knowledge when adding new in-
formation. As opposed, models usually consider a closed–world assumption,
i.e., anything not specified is considered to be false, to prevent unforeseen con-
sequences when extending the system.

• Descriptive properties: ontologies are usually descriptive, i.e., they describe the
reality (such as a domain), but reality (domain’s objects) is not built upon it.
Models, on the other hand, are prescriptive. They define the structure or be-
havior of reality (such as a system), which allows to construct reality (system’s
objects) as specified in the model. Therefore, prescriptive system models are
usually known as system specifications.

Ontologies are used to model domains in knowledge-based systems. Models, on
the other hand, are generally used for specification purposes for software systems.
They usually describe the expected behavior of the system.

Ontologies and Metamodeling

Notwithstanding the previous differences from models, ontologies can be understood
in the context of metamodeling. On the one hand, an ontology could be considered
as a metamodel, as it describes the constructs (entities) and rules (relationships and
axioms) of a domain of interest [18]. However, an ontology is descriptive describing
the domain of the problem whereas a metamodel is prescriptive describing the domain
of the solution. Ontologies do not describe systems, only domains. They should
therefore play the role of an analysis model [11]. Pidcock [114] argues that:

A valid metamodel is an ontology, but not all ontologies are modeled
explicitly as metamodels

Assman et al. [11] propose an integration of ontologies in the OMG’s standard
meta-modelling hierarchy as depicted in figure 3.3. Henderson-Sellers [63] continues
on this idea proposing to use foundation ontologies at the same abstraction level than
metamodels, and domain ontologies at the same level than (design) models.

3.3 Functional Modelling

This thesis explores the possibility of moving the engineers’ role to design/adapt a
system into the system itself at run-time. This role relies in a functional understanding
of the system (page 28). A merely ontological knowledge, capturing the structure and
behaviour of the system, is not sufficient.
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Metamodels
(specification concepts)

ModelsDomain ontologies
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Design
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M1
model level

M0
object level

<<instance-of>> <<instance-of>>

<<is-a>> <<is-a>>

<<instance-of>>
<<described-by>>

<<described-by>>

Figure 3.3: Integration of ontologies in the OMG metamodelling hierarchy
proposed by Asmann et al. (adapted fom [11]).

For a deep understanding of the engineered system, knowledge of the mission and
the relation mission-system is crucial. It is necessary to include the intention of the
designer, the purpose for designing the system that way and not in a different manner.
Why use those components organised that way? How does that system organisation
or configuration addressed the requirements?

Functional modelling is an emerging discipline that focuses on representation for-
malisms and methods to incorporate teleological knowledge, about the intention and
purpose of designers, into the models of systems that are used in engineering activities.

According to Modarres [96]:

Functional Modeling is an approach used to model any man-made system
by identifying the designer defined overall goal it must achieve and the
designer/user defined functions it must perform.

Lind’s definition makes clear the engineering context of functional modelling:

Functional Modeling comprises concepts, methods and tools which for
representing the purposes and functional organization of complex dy-
namic systems [88].

The aim of functional modelling is to relate the ontology of the system, i.e. its
physical structure and behaviour, and its purpose or goals. Chittaro argues for this
relational character of the concept of function in [35].
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3.3.1 Functional concepts

As Chittaro [35] notes, the term function is usually associated to a component or part of
a system, and understood in an operational sense as the relation (e.g. a mathematical
function) between the input and output of the component, be them energy, mass or
information.

However, in functional modelling, and also in this thesis, the term function is used
in its teleological flavour, referring to the relation between the purpose of the com-
ponent and the behaviour rendered by its structure. This is conceptualised by the
means-ends dimension of functional modeling argued by Lind [87]. Lind elaborates
this conceptualization to differentiate the two views of an engineered system: causal-
ity (relating structure with derived behaviour) and intentionality (desired behaviour,
i.e. teleology).

Functional modelling is based on a simple set of fundamental causal and inten-
tional concepts:

Structure: system’s physical parts and their interconnections in the physical topology
[87].

Behaviour: physical mechanisms or phenomena responsible for the interactions [87].

Intentionality3 concepts:

Goal: states the outcome or objective toward which certain activities of a system or
its parts are directed.

Function: roles the designer intended a subsystem to have in the achievement of the
goals of the system of which it is a part [87].

3.3.2 Uses of functional modelling

In contrast with conventional methods for modelling systems in control systems engi-
neering —differential equations, frequency analysis, etc.— which support quantitative
reasoning, functional modelling is intended for qualitative reasoning.

The main areas of application of functional modelling are [87]:

Design: reasoning on the functional model of a system can help re-design it, and
functional modelling can help in the conceptual analysis and synthesis of control
systems, or in control re-configuration. [42].

Diagnosis: of disturbances and failures.

Operation: supervisory control of complex plants, planning of remedial actions.

3note that the term “intentionality” is not used here in the sense of of the philosophical analysis of
consciousness referred to in previous section 3.1, but in Lind’s sense, closer to the vernacular sense of our
common language

54



3.3. Functional Modelling

Functional models can be used by design engineers off-line, or automated reason-
ing can be performed on them by tools on-line to provide support for operators [87].

3.3.3 Functional Modelling Techniques

There are different techniques in functional modelling, three of the most relevant are
the Multilevel Flow Modeling by Lind et al.[87], the Goal Tree–Success Tree by
Modarres and Cheon [97], D-Higraphs by De la Mata and Rodríguez [42] and Blanke
et al. component model [21].

Multilevel Flow Modelling

Multilevel flow Modeling (MFM) is a modeling technique to produce graphical mod-
els of complex process plants. It is based on the means-ends concepts, to describe the
system in terms of components, functions, and the physical components that realise
them; and whole-part decomposition, to represent that functional structure at different
levels of abstraction in a hierarchical way. Flows —of mass, energy or information—
are the core representation elements for functions in MFM because they are responsi-
ble of the main interactions in a process plant.

Goal Tree – Success Tree

The Goal Tree – Success Tree (GTST) is a functional modeling technique for complex
physical systems. A GTST is a functional hierarchy of the system organised in levels
starting with “functional objective” at the top, which describes the main purpose of
the system. The functional decomposition proceeds downwards so that sub-functions
must explain how a function is achieved. At the bottom, the role or purpose of actual
pieces of equipment must become explicit and unambiguously defined. The success
tree (ST) in the GST describes the topology or structure of the system related to the
physical, i.e. bottom level, functions of the GT part. Modarres proposes to use the
Master Logic Diagram (MLD) to present the success logic of complex systems.

D-Higraphs

D-higraphs [42] is a formalism that includes in a single model the functional as well
as the structural (ontological) components of any given system. It is a functional
modeling technique for process plants based on Higraphs, which are an extension and
combination of conventional graphs and Venn diagrams. However, it is also rooted in
MFM and GTST.

In D-Higraphs, structural and functional views are merged in its basic element:
the blob, which represents a function and the device that performs it. Blobs are con-
nected by edges, which represents flows like in MFM. Blobs can be nested, the parent
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function requiring its nested to perform. This captures the hierarchy of functions.
But blobs can also be partitioned, each partition representing a different possible re-
alisation of the function of the blob. Blobs can also intersect, that meaning that the
actors/functions can be shared.

Component models in fault-tolerant control

While the previous modelling techniques have been developed in the process indus-
try, there are other modeling techniques that can be considered functional modeling,
such is the case of the use of component models in fault-tolerant control. Generic
component models [21] describe the system architecture formally, as a set of compo-
nents and their interconnections, in order to perform analysis for fault-diagnosis and
fault-tolerant-control design. Components can be considered at any level in the system
hierarchy.

The focus of the generic component model are the services that the component
provides. A service is a transformation of some consumed variables into some pro-
duced variables according to a certain procedure and using some resources. Some
components have built-in tolerance, so that is some resources needed to offer a ser-
vice are faulty, they can still provide it through a different version of the service, that
employs different resources and/or inputs. Moreover, the component usually renders
different services during different operating modes of the system, e.g. initialisation,
safe modes. The component model captures the structure of services in different use-
modes, and the possible transitions between them.

3.4 Patterns

The plasticity of software makes it ideal for the construction of most information pro-
cessing functions, the very essence of any controller [127]. It has thus come to play
an increasingly important role in control systems, making them not only hardware
but also software-intensive. This variety makes more complex their design and im-
plementation, because the knowledge required spans several disciplines: electronics,
software engineering, automatic control, and domain specific knowledge —such as
the differential equation models used to capture system dynamics. There are no per-
fectly established methods to manage this heterogeneous knowledge and facilitate its
use in the design of control systems. Adequate engineering techniques and proce-
dures are needed bridging in-between software developers and control experts in the
engineering teams.

A methodological tool of extreme importance is the possibility of capturing partial
designs that can be composed to generate complete systems. This is well known in
the domain of control engineering, where textbooks are full of controller structures
that capture just some of the essential parts of control systems. This is also well
known in software engineering, where design patterns have become the standard way
of capturing design solutions to common problems.
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As presented in [138] and Figure 2.2, the ASys approach to building autonomous
systems is strongly based on the use of design patterns to document, transfer and
exploit autonomous systems design knowledge.

3.4.1 Design Patterns

The pattern concept that we use in this work is the concept originally evolved in the
domain of object-oriented software engineering [51]. A design pattern is a reusable
solution to a recurring problem of general nature in a specific context of use. The
software pattern idea was inspired by the work of an architect, Christopher Alexander,
and his colleagues, who first described a pattern (in the architecture of buildings), as
a three-part rule expressing a relation between a certain context, a problem, and a
solution [5].

During the 1990s, the design pattern methodology was successfully adapted for
use by the software community, as forms that describe recurring programming lan-
guage idioms, architectural designs or how-to methods in software engineering. While
patterns can address system-wide design issues, they are usually not complete designs
for whole systems but descriptions of partial aspects of the whole design. In many
cases they are immediately translatable into portions of code, offering a solution tem-
plate of problem solving strategies that may be instantiated for concrete problems. In
principle, patterns are used to capture good practices and the anti-patterns are used
for capturing bad practices: things to do versus things to avoid when designing or
implementing specific applications [113].

They have been amply used in the development of object-oriented software appli-
cations, constituting basic building blocks specially at the level of the detailed design
of software mechanisms. The work by Gamma et al. has become such a reference in
this area that both the patterns described in that work and the authors themselves have
become nicknamed as the Gang Of Four. They have defined a new language to talk
about object-oriented designs, where the names of the patterns become new domain
terms to be used in the communication between systems design stakeholders. Well
known examples are the Observer Pattern the Façade Pattern or the Singleton Pattern.
Such a collection of new terms constitute what has been called a pattern language: it
is used to talk about a system design. The ASys project intends such a feat: the devel-
opment of a generative pattern language for the systematic design-driven construction
of model-based autonomous systems.

3.4.2 Pattern Schemata

To make patterns truly reusable, standardised descriptions of them should be available.
Standardization easies the communication of the content of the patterns among all
stakeholders. It offers a scaffolding to organise pattern descriptions so they can be used
systematically for their intended use. For that purpose authors capture and document
patterns following a stereotyped form or template i.e. a pattern schema.
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A pattern description using a pattern schema usually consists of plain text organ-
ised in sections according to the different aspects of the pattern, complemented by
appropriate figures, such as block diagrams, state machines, etc.

A well-known schema was proposed by Dough Lea in the Patterns FAQ. This
schema is based on Alexander’s original work in architectural patterns [5]. The essence
of the pattern description is the communication of what is the solution to a problem
and what are the factors to take into account. Summarily it could be read as:

IF you find yourself in CONTEXT
for example in EXAMPLE
with a PROBLEM
entailing some FORCES

THEN for some REASONS
apply a DESIGN RULE
to construct a SOLUTION
leading you to a NEW CONTEX
and OTHER PATTERNS

There are other schema alternatives, such as the one used by the Gang of Four,
the schema used by Buschmann et al. in their architectural patterns book [30] or the
pattern schema proposed by [125] in the domain of software-intensive controllers. The
pattern examples showed along this section adheres to a simple template based on this,
reducing it to the more relevant sections for the explanation in each case.

3.4.3 Patterns for Control Systems

Control engineering can greatly benefit form the use of design patterns [127]. Today’s
complex control systems involve sophisticated functionality and a myriad of elements
with heterogeneous implementation technologies (fault-tolerance mechanisms, simu-
lators using differential equations, expert systems using fuzzy-logic rules. . . ). This is
especially true in cognitive control systems, where sophisticated system architectures
and multidisciplinarity are common trade.

In this context, pattern technology is crucial because patterns are capable of ex-
pressing design knowledge across disciplines and design layers. This way they facili-
tate the share of knowledge between the different stakeholders, because they provide
a common, abstract vocabulary to talk about design and implementation.

Patterns can be very useful at the architectural design level of such systems, be-
cause they can be used to express details of the controller architecture that are not
amenable to more formal and technology-specific descriptors (like the ordinary differ-
ential equation approach or classic control engineering or the Petri net approach of the
discrete systems communities).

In its most common form, an architectural design pattern specifies roles and inter-
actions between the entities performing those roles. For example, in the more basic
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control pattern, a controller4 receives sensing information from the plants thanks to
the sensors, and actuates over it by commanding the actuators, to have a certain goal
value yre f in a variable y of the plant.

Patterns for Architecture Generation

To properly manage patterns, they must be organised. Common practice is to gather
them into collections or frameworks, according to a certain classification criteria: de-
sign level, application domain, life-cycle phase, etc. For example, Gamma et al. [51]
categorize software patterns in three groups according to the function they perform in
a system: creational patterns, structural patterns, and behavioural patterns.

When patterns in such a collection are closely interrelated so that they can be used
to describe or design a whole system, they form a generative pattern language [38].

Patterns capture the very essence of each design, and the central piece in the de-
sign of a system is its architecture. Patterns simplify the process of designing the
architecture of a new system: they abstract from the application-specific details the
fundamental traits of the architecture that will define the most general system proper-
ties —e.g. performance or resilience.

Good patterns are composable so that they can be used to define new architec-
tures for other domains and applications —other requirement collections— reusing
the principles captured in them.

Pattern Collections for Control and ASys

There are many catalogs of patterns for different application domains. For example,
[140] offers a collection of patterns for the construction of concurrent and distributed
systems using object-oriented software technology.

The same can be said for the control systems domain. Apart of the classic ap-
proach used in control engineering, there is also documented experience of the use
of software patterns in control systems. One of these examples is the Patterns for
Time-Triggered Systems (PTTES) Collection [116]. The PPTES collection addresses
the implementation level, capturing detailed design aspects for embedded control sys-
tems: programming language constructs, real-time kernels, etc.

At a higher level, [95] offers a collection of design patterns for constructing cog-
nitive systems systems (from autonomous robots to intelligent information retrieval
agents). These patterns have been obtained by detailed examination of over twenty
research-oriented cognitive systems. As Miller says "Rather than reinventing the
wheel, these design patterns can be reused for architecting future cognitive systems".

Given the architecture-centric basis of ASys, it has focused on architectural pat-
terns. Part of the ongoing work directly targets the use of pattern technology to provide

4role names will be written in italics
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an extensible framework to express control application designs, mostly architecture in
the domain of complex controllers. The ultimate goal within the ASys context is the
creation of a generative pattern language to support the construction of intelligent in-
tegrated controllers for any class of autonomous system in any class of mission.

3.4.4 Pattern Examples

Lots of pattern examples can be found in any of the pattern catalogs mentioned so far
(e.g. Gamma et al. or Buschman et al.). Some more specific patterns in the domain of
control systems can be found in the work of Sanz et al. [127, 125].

Feedback

The feedback pattern lies at the very core of control theory.

Pattern: Feedback

Related Patterns: Feedforward, proportional control, PI control,
PID

Context
The system has a measureable output and a controllable input. A
system model may not be available. A desired reference signal exists.

Problem
Make the output follow the reference. Unmodelled plant dynamics
and the disturbances make open-loop control impossible. The sys-
tem, output does not behave as desired: the response may be too
slow, to oscillatory, unstable. . .

Forces: a) plant behaviour is affected by disturbances, b) knowledge
about the plant is not always accurate

Solution
The plant input (u) is determined from the difference between the
reference signal (yre f ) and the plant output (y) by a feedback con-
troller.

Plant
uyref y

_
+

Controller

Variants
State feedback

References
Pattern adapted from [127]
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TMR

Pattern: Triple Modular Redundancy

Related Patterns: Hot replica, Redundancy.

Context
The system has a modularised function.

Problem
The module that implements the function can fail and this is not
tolerable for the mission of the system.

Forces: a) redundancy is costly, b) safety is mandatory, c) not all
faults can be tolerated.

Solution
The system output —the function— is provided by a voting system
that uses three realization of the module that implements the func-
tion. The value that is output is the result of the majority voting
among the three modules.

Function (1)

Function (2)

Function (3)

Voting
Input Output

Variants
5-modular redundancy.

References
Invensys’ Tricon is a state-of -the-art fault tolerant controller based
on a Triple-Modular Redundant (TMR) architecture. It uses two-
out-of-three voting to provide high integrity, error-free, uninter-
rupted process operation.
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Fuzzy control

Pattern: Fuzzy control

Related Patterns: Stochastic control, expert control.

Context
We have some control knowledge extracted from humans in vague
terms.

Problem
The plant is so ill defined and unidentifiable that there is no formal
mathematical model of it to be used in the design of the controller.

Forces: a) precision is desirable, b) robustness is necessary, c) hu-
mans cannot introspect easily.

Solution
Extract the human control knowledge in the form of fuzzy IF-THEN
rules. The controller is implemented as a rule-based fuzzy inference
engine with a fuzzyfication and a defuzzyfication processes before
and after the fuzzy engine.

Variants
Bayesian control.

References
[135]

3.5 Fault-tolerant systems

Dependability issues have become a crucial challenge for control systems (section
1.4), specially in autonomous applications, where there are no operators included in
the run-time loop to detect and help recover from failures. A fault is something that
changes the behaviour of a system such that the system no longer satisfies its purpose
[21]. Fault-tolerance is an engineering field that develops methodologies to prevent,
mitigate the effect and recover from faults.

According to [71] we shall distinguish three concepts in relation with reliability:
a failure is a deviation of the system behavior from the specification. An error is the
part of the system which leads to that failure. Finally, a fault is the cause of an error. A
fault can be an internal event in the system, a change in the environmental conditions
or it can even be a wrong control action given by a human operator or an error in the
design of the system.

We can distinguish two main approaches to improve the reliability of a system:
fault prevention and fault tolerance. It can be assumed that prevention technique will
not solve the problem, since in real-time systems new or unforeseen faults are prone
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to happen that engineering could not have accounted for specifically at design time.
Fault tolerance, on the other hand, faces the problem once a fault occurs in the running
system.

A system is said to be fault tolerant if it maintains its functionality, or and allowed
degraded version of it, in the presence of faults. When the system suffers a failure,
nothing can be done, its behaviour does not comply with the specifications. But when
a component of the system fails something can be done so as the overall system does
not do so: this is the goal of fault tolerance.

Different approaches to fault-tolerance have been developed in different disci-
plines: software, control, process industry, etc. In the following we present the two of
them more relevant for this thesis.

3.5.1 Fault-tolerant software systems

Fault-tolerance has been deeply investigated in computer-based systems. Jalote [71]
identifies the following phases in the operation of a fault-tolerant system in the pres-
ence of a failure:

1. Error detection: the presence of a fault is deduced by detecting an error in the
state of the subsystem.

2. Damage confinement and assessment: the damage caused by a fault is evaluated
and delimited (affected parts are identified and effect on objectives estimated).

3. Error recovery: correction of the error to avoid its propagation.

4. Fault treatment and continued service: faulty parts of the system are deactivated
or reconfigured and the system continues operation.

Fault tolerance can be, and is applied at various levels in a computer system.
Therefore, it distinguishes between hardware and software. Hardware fault tolerance
is based on fault and error models, which permit identifying faults by the appearance
of their effects at higher layers in the system (software layers). Hardware fault toler-
ance can be implemented by several techniques, being the most known:

TMR (Triple Modular Redundancy): three hardware clones operate in parallel and
vote for a solution.

Dynamic redundancy: spare, redundant components to be used if the normal one
fails.

Coding: addition of check bits to the information bits such that errors in some bits
can be detected and, if possible, corrected.

Research on fault-tolerance in computing systems has been very important to the
establishment of a general conceptualisation and theory about faults. However, its
specific techniques are not as relevant to this thesis as those developed in the control
field, which we present next.
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3.5.2 Fault-tolerant control

There is a control-based approach to the design of fault-tolerant systems: fault-tolerant
control. It concerns with the interaction between a given system (the plant), that may
eventually be subject to some fault, and its control system, understood in its broadest
sense presented in chapter 1, i.e. not limited to the feedback control law, but including
the complete system, from low level I/O to higher levels involving decision making.

In classical control the controller is designed considering a faultless plant, so that
the closed loop achieves the desired objective or function. Notwithstanding, there are
well known techniques that allow the accommodation of faults to some extent:

Robust control: in this control technique [44] the controller is designed to tolerate
changes in the plant dynamics, while it keeps fixed, so it can be considered as
passive fault tolerance, with no run-time reconfiguration. However, robust con-
trollers exist only for a restricted kind of changes, and they works sub-optimaly
for the nominal conditions, since their parameters are determined from a trade-
off between performance and robustness.

Adaptive control: the controller parameters are effectively modified according to
changes in the plant model parameters. In the case that the plant changes are
due to some fault, this technique may provide adaptive fault tolerance. Unfor-
tunately, adaptive control is efficient only for linear systems whose parameters
have slow variations, conditions not usually met by faulty systems, a fault typi-
cally causing non-linear behaviours with abrupt changes.

A fault-tolerant controller, on the contrary, is capable to react to the occurrence of
a fault of any magnitude in principle, changing the control law so as to maintain the
behaviour of the closed-loop system in a region of acceptable performance.

Faults are usually classified into:

• Plant faults, that change the dynamical I/O properties of the system.

• Sensor faults, when there are errors in the sensor readings, probably rendering
the system unobservable.

• Actuator faults, that causes the controller not be able to properly actuate on the
plant, rendering the system uncontrolable.

There are generally two main phases in the behavior of a fault-tolerant controller[21]:

1. Fault diagnosis: The existence of faults is detected and they are identified. This
corresponds to the error detection and fault assessment in software systems.

2. Control re-design: the controller is adapted to the faulty situation so the overall
system achieves its objectives. This corresponds to the error recovery and fault
treatment in software. It is the system reconfiguration or adaptation.

The basic elements in the architecture of a fault-tolerant control system are shown
in 3.4. The Supervisor level gathers all the elements that are built on top of the tradi-
tional control system to provide for fault-tolerance as schematised in figure 3.4. They
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can be differentiated in two main blocks addressing the principal phases previously
described (3.5.2):

Diagnosis block analyses the consistency of the actual I/O from the plant with the
model, so as to identify the existence of any possible fault.

Controller re-design uses fault information to adapt the controller to the current
faulty situation.

The traditional control system forms the execution level, assuring set-point fol-
lowing. The supervisor forms an additional loop on top of that, actuating when a fault
occurs by changing the controller.

PlantController
action

sensing

ref.
ouput

disturb.

DiagnosisController 
re-design

fault

fault assessment

Supervision
level

Execution
level

Figure 3.4: Architecture of fault-tolerant control, adapted from [21].

To accomplish this behaviour we can distinguish two main approaches:

• The traditional methods for fault tolerance include limit-checking and spectral
analysis of certain signals for fault diagnosis, and when specific faults are de-
tected the controller re-design consist of the switching to a redundant compo-
nent. This is the case of software dynamic redundancy. This approach present
some disadvantages: it requires ad-hoc engineering based on experience and
process knowledge, for example to identify the possible faults with measurable
signals in the system, and it relies on physical redundancy, which is expensive
for requiring duplication of components —TMR is another example—. This is
thus only affordable for safety-critical systems.

• Fault tolerant control follows the principle of analytical redundancy. An ex-
plicit mathematical model is used for both phases. The diagnosis of the fault
is performed using information from the model and from measurement signals.
Then the model is adapted to the new scenario and the controller re-designed
accordingly, so the system with the faulty plant continues to achieve the objec-
tives. Redundancies are still needed for reconfiguration, but that does not imply
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duplication of many components: one extra sensor can provide enough ana-
lytical redundancy, and re-configuration can be achieved by controller changes
rather than substitution for another one.

For all the reasons above explained, fault-tolerant control is a most promising field
for providing for more realiable systems. It can address a broader span of faults than
classical control techniques, while being more efficient, and is cheaper than ad-hoc
traditional methods for fault-tolerance. In this respect, it presents the great advantage
of providing a systematic methodology with an architectural approach that will be
described in the following section.

3.6 Components for Control Systems

Sophisticated controllers —esp. for high autonomy applications— are software-intensive
systems that benefit from the use of component-based approaches. Component tech-
nology [149] is a well-established engineering approach to the construction of com-
plex software systems. Apart of the inherent modularity that it provides there are
several other reasons that justify this approach and that will be described later (see
Section 3.6.2).

Component-based construction emphasizes reuse by composition of pre-built ele-
ments that are organized in software frameworks [28, 111]. The construction of soft-
ware systems using reusable components shifts the effort from design + programming
to component selection + composition. This reduces the development effort and time,
potentially increasing quality and somewhat decreasing the flexibility of the design.
In the context of this thesis, the component frameworks can be classified into two
categories:

General component frameworks: These are software platforms that enable the con-
struction and reuse of componentized software. While they are specified and
built with some requirements in mind —requirements coming from some do-
mains of use— they are not application-finalistic.

Domain specific frameworks: These are frameworks that offer concrete functional
components that offer specific services for an application domain.

In the case of the development of control systems, both kinds of frameworks are
common trade [27, 26]. General component frameworks like RT-CORBA/CCM or
Ptolemy offer the possibility of building any kind of autonomous control application.
on the other side, examples of domain-specific component frameworks for control
abound. Apart of the well established ROS [52] —the one selected for this work—
there are many others that have been built as part of different research programmes that
recognized the possibility that software reusability gives to control architecture exper-
imentation [120]. In our opinion, the most intelligent strategy is to build a domain-
specific, control framework atop a general component frameworks (e.g. in the robot
control ORCA [142], BRICS [77] or OpenRTM [8]). Recent attempts at standardiza-
tion are also worth considering [102].
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3.6.1 Rationale for Components

The component-based approach to software development is a pervasive strategy that is
now fully mainstream in the domain of embedded control systems. This is somewhat
surprising given that the traditional strategy for embedded systems has been driven by
the primary goals of maximizing performance whilst using minimum computational
resources —esp. memory footprint and power consumption. Assembly language pro-
gramming still remains as a development practice in those systems. However, even
for the most stringent class of embedded applications —those deployed over Digi-
tal Signal Processors (DSP)— the development tools now provide component models
for software that are tailored to such devices. The component approach is nowadays
the standard development strategy in mobile appliances —e.g. on Android or iOS
devices— but in the case of control systems the road is still being paved. In the case
of software-intensive controllers, the principal themes are the treatment of real-time
and resilience requirements for embedded applications (RT/E) through the use of a
standardized component model.

The evolution towards component-based control middleware is the need of soft-
ware reusability. Reuse allows fast development of systems by composing previously
developed building blocks that provide specific functionalities. Components are build-
ing blocks that provide application-level services to other components or external sys-
tems through clearly defined component interfaces. Components typically execute
inside a component container provided by the framework, that is tailored to a specific
target platform, and provides system-level and management services to the compo-
nents it hosts.

Robot control research needs the flexibility offered by these systems to explore al-
ternative designs and efficiently synthesize the controller. From the functional design
standpoint, the controller is composed of interconnected components; from a config-
uration and deployment (non-functional) standpoint, the platform containers manage
components’ life-cycles. The component-container model allows the use of software
modules that are defined and managed at a higher level of abstraction than allowed by
conventional imperative or object-oriented programming models. The separation of
interface, implementation, and life-cycle is very well adapted to autonomous systems
research circumstances where an application requires software units to be distributed
across multiple devices and be dynamic in their deployment and interaction.

3.6.2 Advantages of Component Technology

There are many advantages of using component-based technology in the robotics do-
main, fully rooted in the core architecture of the component-container model.

Portability: Control applications are developed for a wide diversity of operating sys-
tems and computing platforms. The core abstractions in the component model
enable the development of specialized (fit-for-purpose) containers, that replace
the hardware abstraction layers of conventional software portability methods.
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This allows the re-deployment of components from one RT/E device to another
without the need for source-code modification.

Reusability: In a component platform there are formal definitions that express the
component dependencies and therefore enhance visibility and enforcement of
rules for application assembly. This has the overall effect of minimizing ambi-
guity when choosing components for re-use, reducing development costs, and
reducing time-to-operation that is the objective in robotic research software con-
struction.

Separation of Concerns: In conventional software control systems, there is often an
unavoidable need of understanding system-wide issues —e.g. non-functional
properties, enabling technologies, software integration, global system architec-
ture etc. The separation of concerns evident in the component approach pro-
vides the opportunity for domain experts to focus exclusively on the design
development of functional elements, resulting in a more cost-effective use of
development resources.

Visibility: In a standards-based component model (e.g. CCM), organization coding
styles/patterns can be formally specified and even offered in the public domain.
This fosters more open business models, dynamic practices, cleaner integration
and encourages closer partnerships between collaborating parties.

Quality in Development: Conventional programming leads to monolithic systems
that hampers testing and validation efforts. The re-composition using component-
based architectures, allows software units to be naturally isolated for testing and
validation. Component-level testing becomes the central functional assurance
process. Component quality creates a true opportunity of using an evolutionary
approach to control system development and test.

Quality in Production: Strategies for self-management that ensure high system avail-
ability —a core objective of this thesis— can be applied more systematically
using components deployed over standardized containers than with other more
conventional systems.

68



Chapter 4

Theoretical Framework

In this chapter a theoretical framework for autonomous cognitive systems is presented.
This conceptualisation has been elaborated to provide the scientific basement for the
work developed. It also allows to analyse in a common frame the different approaches
in the state of the art that address the problem at hand of self-awareness and run-
time adaptivity. To address the goal of generality, the conceptualisation is rooted in
the general systems theory and a previous theoretical foundation by López [90] that
applied it to autonomous systems.

4.1 Introduction

Provided the aim of this thesis to seek for a universal —or universalizable— solu-
tion for autonomy engineering, applicable to any kind system, a general theoretical
basement to analyse the problem was required.

ASys modelling approach to autonomy claims that the system shall exploit its
engineering models to optimise and adapt its behaviour at runtime. Therefore, this
basement conceptualisation should be able to support the analysis of the system from
the engineers perspective, and also to account for the representations the system will
use about itself to drive its action. It is the exploitation of these very explicit models
that we identify with cognition. Therefore the framework should also account for this
view of the cognitive phenomenon.

In his Foundation for Perception in Autonomous Systems [90] Lopez develops fun-
damental concepts of cognitive autonomous systems. This conceptualisation provides
a completely general analysis of autonomous systems, since it is based on general sys-
tems theory, and provides a well integrated and solid account for cognition. These are
the reasons why it was selected as the appropriate foundation for this research, which
could be considered as an engineering reification of it.
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In the following sections of the chapter the concepts that form this theoretical back-
bone are discussed, from the more general systems theory concepts to our particular
formulation of the functional/structural perspectives of engineered systems, passing
by the ideas about autonomy and cognitive systems.

4.2 General Systems Theory

Lopez’s theoretical framework for autonomous systems is based on the general sys-
tems theory, specifically on the formulation by George J. Klir [76], which is a precise
one that was found found desirable for its application in an engineering domain.

General Systems Theory (GST) is an interdisciplinary field of science and the
study of the nature of complex systems in nature, society, and science. More specifi-
cally, it is a framework by which a system is understood as a set of elements, each with
its own properties, and a set of relations between them that causes the system to present
properties that can not be inferred by only analysing its elements separately. The sys-
tem could be a single organism, any organisation or society, or any electro-mechanical
or informational artifact. Ideas in this direction have been pointed out back to person-
alities such as Leonardo or Descartes. However, Ludwing Von Bertalanffy with his
works on General Systems Theory [155] in the middle of the 20th century is regarded
as the pioneer formulating the concept as it is understood nowadays.

In the following we present the basic concepts of Klir’s GST that are relevant for
our theoretical framework of cognitive autonomous systems.

4.2.1 Fundamental concepts

Let us think about what we understand by system, by considering it in relation to what
surrounds it. If all possible entities form the universe1, a system can be regarded as
a part of it, which is considered isolated from the rest for its investigation. All which
is not system is called environment. The different disciplines of science share this
general understanding in particular ways, usually differentiated from each other in the
criteria for separating the system from the universe.

The observer selects a system according to a set of main features which we shall
call trait. They will be characterised by the observer through the values of a set of
quantities. Sometimes, these values may be measured, and we talk of physical quan-
tities, such as length or mass. Other times quantities are abstract, and they cannot be
measured. The instants of time and the locations in space where quantities are ob-
served constitute the space-time resolution level. The values of the quantities over a
period of time constitutes the activity of the system.

1concepts that will be explicitly incorporated to the theoretical framework will be identified by typeset-
ting them this way
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ENVIRONMENT

SYSTEM

quantities
coupling
system-environment

elements

coupling

time-invariant
relations

Figure 4.1: Basic notions of General Systems Theory.

The main task of the observer is to explain the activity of a system. This will be
accomplished by identifying patterns in the activity of the system. The quantities of the
system may satisfy time–invariant relations, by which the values of some quantities
may be expressed as function of others. The set of all time-invariant relations is the
formal notion of behaviour of the system.

We may realise that the behaviour is due to the properties of the system. In other
words, a system with different properties would exhibit a different behaviour. The set
of all properties is be called the organisation of the system.

The study of a whole system can be really complex. To address it the quantities
of the system can be divided into groups, and then each of them analysed as a system
on its own. This groups of quantities are the subsystems or elements of the system.
Elements may share a set of quantities, which are thus the coupling of the elements.
Since we are interested in systems that interact with the world, there would always be
a coupling system–environment too. The system’s elements and their coupling form
the universe of discourse and couplings or UC-structure of the system, which define
the structural aspects of the system.

The dynamics of the system are given by its state-transition structure or ST-
structure, which defines all the possible states of the system according to the values of
its quantities, and the possible transitions between those states.

ExampleGST analysis of the mobile robot
We could analyse our mobile robot from a GST perspective. The system object
of interest is the control system, the rest, that is the world and the robot body
and accessories not directly involved in the control functions, correspond to the
environment. The elements of the system are the different components of the
controller: the localisation and navigation components, the sensors, etc.

The coupling system-environment consists of the sensed and actuated variables,
or quantities: the measured distances to obstacles, the robot position and velocity,
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etc. The position of an obstacle is quantity of the environment. However, it
maintains a time-invariant input relation with the readings produced by the robot
sensors, which are quantities of the coupling system-environment. The other way
around occurs for the velocity command issued by the control system, which is a
system output quantity in a time-invariant relation with the robot actual velocity.

All this corresponds to a simple analysis of the system with a low space-time
resolution level. For example, the quantities in the coupling could be further decom-
posed to consider the motor voltage and current, and their time-invariant relations
to the robot velocity and torque at the wheels.

 S Y S T E M  =  Control System
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Figure 4.2: GST concepts applied to the autonomous mobile robot.

4.2.2 System Behaviour and Organisation

If we consider a particular system during a particular activity, we may observe that
some of the time-invariant relations between its quantities may hold for a certain in-
terval but eventually change. We shall say that these relations correspond to the local
scope. Observing the same system during a different activity, we may observe that
some of the time-invariant relations hold. If we again observe the system during a
third activity, we could find that some of these relations would have changed. We
would say they are of relatively permanent, for they hold for only some of the activi-
ties of the system. If we were to observe the system during an infinitely large number
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of activities, we would find that a particular set of relations would always hold be-
tween its quantities. They would be permanent. Accordingly, we can distinguish three
kinds of behaviour [76]:

• Permanent behaviour.

• Relatively permanent behaviour.

• Temporary behaviour.

The first may also be called real behaviour. The second, known behaviour. Tem-
porary behaviour refers to the local scope, for it holds only for brief intervals within a
particular activity.

We may observe that permanent and relatively permanent behaviour may not be
clearly distinguished from each other when analysing systems. This is due to the
impossibility to test the temporal persistence of relations beyond a restricted range of
activities.

Let us return to the organisation of the system. We may realise that the different
behaviours derive from different kinds of properties. We may distinguish two main
kinds, which we shall call program and structure. The temporary behaviour of a sys-
tem derives from its program, which is the set of properties of local scope. Permanent
and relatively permanent behaviours derive from the structure of the system, which we
may in turn classify in real structure and hypothetic structure, [76], so that the causal
relations are as follows:

organisation −→ behaviour

real structure −→ permanent behaviour
hypothetic structure −→ relatively permanent behaviour

program −→ temporary behaviour

ExampleMobile robot organisation
Let us analyse the organisation of the state of the art controller for the mobile
robot we have presented in 21. The components and their invariant algorithms
and parameters form the real structure of the system. Those mechanisms that
allow the activation and deactivation of routines during operation, such as fail-
safe turning to remap obstacles for re-planning when no route can be calculated,
correspond to the hypothetic structure. The instantaneous state of the memory
containing the running computer program that instantiates the control components
corresponds to the system’s program.
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4.3 Autonomous Systems

Once we have presented the basics concepts about systems that we will be using,
we shall focus on the particular systems that are the focus of this work: autonomous
systems. While systems are primarily defined in the universe as a pair <system, envi-
ronment>, autonomous systems require a triplet for their definition:

<system, environment, mission>

Intuitively a system in a given environment is autonomous if it capable of achieving
its objective(s) —the mission— there.

Our theoretical backbone thus will center around the concept of objective and its
relationship to system’s structure and behaviour in order to address the domain of
autonomy, making use of the ideas developed in by López [90, pp. 103-150].

4.3.1 Directiveness

The behaviour of an efficient autonomous system is directed towards its objective,
this being an specification of the state of the system, its environment or both. This
directiveness or finality is the distinct trait of this kind of systems. According to [90]
we can distinguish two kind of directiveness:

Structural directiveness stands for the fact that a particular organisation of the sys-
tem results in a behaviour convergent to its current objective. This convergence
may hold for small variations in the conditions of the environments, in the case
the system presents some robustness to perturbations, but it will generally not
hold for greater variations, for which the system must alter its organization to
compensate. Structural directiveness depends on the system and its environ-
ment, the objective being implicit in the system (organization).

Purposive directiveness corresponds of the reconfiguration of the system organiza-
tion that are dependent on the objective, so that the resulting behaviour shall
be convergent to it. Since this reconfiguration is dependent on the particular
objective, the processes in the system that produce it must to so operating with
explicit representations of the objective of the system.

This a formulation of the sense of autonomy related to pursuing its own objectives
commented in 1.2. Reformulating the challenges about coping with uncertainty from
the environment and the system itself, and guaranteeing survivavility and dependabil-
ity presented in 1.4, we can summarise them in three fundamental aspects of autonomy
[90]:

1. System directiveness.

2. Minimum dependence of the system from its environment.

3. System cohesion.
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4.3.2 Objectives

As previously mentioned, objectives are the central concept for characterising au-
tonomous systems. Following [90], in close agreement to most of the literature on
the subject, we may understand an objective as a

state of the system, of the environment or of both, to which the
system tends as a result of its behaviour.

It can be complete if it specifies all the aspects of the system and the environment,
or partial if it refers only to some aspects, leaving the rest unspecified. A partial
objective thus refers to a region of the state space rather than to a point.

According to our framework, the state of the system in a certain instant of time is
given by the values of all its quantities at that time. The objective is always relative to
the system2, so if it refers to the environment it must do so according to the properties
that are observable from the system, which in general corresponds to the quantities of
the coupling.3

We shall distinguish two classes of objectives according to their morphology [90,
pp. 117-119]:

explicit objective: there is typically a variable in the system representing that objec-
tive. It is a variable, so it can change. It is addressed by the program of the
system.

implicit objective: there is no representation of it in the system, but the system direc-
tiveness makes it put pursue that objective. It is addressed usually by the system
real structure, but we are building our system so that its hypothetical structure
addresses it.

ExampleMobile robot objectives
In the control architecture of our mobile robot we can easily find explicit and
implicit objectives. For example, the goal position which is the target reference
for the navigation is an explicit objective. It can change depending on the goal
commanded to the robot. Implicit in the architecture of the control system is the
objective of obtaining scan reading with distance to obstacles in the environment.
This is a permanent objective that is required for the operation of the system.

It is important to note here that in the case of an artificial system, all the objectives
are explicit (or at least shall be) from its designer’s perspective, being her choice to

2We could also consider, in the case of artificial systems, the designer objective, but for the moment we
consider the objective from the perspective of the operating system.

3There is a particular case in which the objective can include specifications on the environment outside
of the coupling, which is in the case that system can build conceptual representations of it, but we will
discuss that later in section 4.4.
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implement them in the system as explicit or implicit. This later decision is very related
to the possibility of adaptivity regarding the achievement of the objectives.

Objectives can differ in other aspects, which can be classified in two main cate-
gories: time-scope, regarding the time necessary for the system to realise them, and
level of abstraction. Both categories are related: high-level of abstraction objectives
are usually associated to longer time-scopes.

Systems of a certain degree of complexity may operate concurrently at different
levels of abstraction, showing a collection of objectives at each level. Usually, abstract
objectives cannot be realized directly, and must be decomposed into a collection of
more particular ones, and these into new ones in turn. This decomposition gives rise
to a hierarchy of objectives. The objectives in the lower levels of the hierarchy have a
lower level of abstraction than those upwards the hierarchy. The objectives that are at
the top of the hierarchy are the root objective. They do not contribute to realise higher
objectives. They represent the reification during operation of the top level functional-
requirements for the autonomous system.

Objectives and Organisation

Objectives drive the composition of the system’s properties, which leads to a corre-
sponding behaviour. It can therefore be established the following relation of causality
for autonomous systems:

objective→ organisation→ behaviour

We may realize that root objectives constitute a part of the definition of the sys-
tem itself. In artificial systems they stand for the primary objectives of the designer.
They underlie the longest time-scope of operation in the system and they establish
the highest level of abstraction. They are a constitutional part of the system, as other
fundamental properties, all of which form its real structure:

root objectives→ real structure→ permanent behaviour

As the root objectives, real structure and permanent behaviour are constant in time
by definition; we may deduce that the adaptivity of the system relies on the rest of
objectives, the hypothetic structure, the program, and correspondingly, the relatively
permanent and temporary behaviours. We shall call these objectives intermediate ob-
jectives. Local objectives are the intermediate objectives of shortest scope. Intermedi-
ate and local objectives correspond to the hypothetic structure and to the program of
the system respectively, as the root objectives correspond to the real structure:

intermediate objectives→ hypothetic structure→ relatively p. behaviour
local objectives→ program→ temporary behaviour

It must be remarked that, whereas Lopez’s ontology of objectives in [90] accounts
for the structure and dynamics of objectives, we restrain ourselves here to the static
objectives of the autonomous system.
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Figure 4.3: Correspondence between the hierarchy of objectives and system organisation.

In the next section we will address the problem of how system’s directiveness is
is realised in the system’s organisation, by presenting our foundational concept of
function.

4.3.3 Functions

The relation between an engineered system’s purpose and its designed structure has
been deeply discussed in functional modelling, as it has been presented in section 3.3.
In this section we conceptualise that relationship according to our framework, relating
it to the autonomous system’s run-time operation.

We have already presented the concept of objective to refer to the purpose(s) of a
system. In our framework, the concept of function can be attributed to the conceptual-
isation of how the system’s directiveness is implemented in the system’s organisation.

Lopez [90] argues that a first notion of function is a succession of states associated
to a particular objective. A set of states and their transitions is a subprogram, and
following that subprogram will move the system to the objective. This view considers
the function from a behavioural standpoint. Let us analyse how the notion of function
fits in the organisation of a system.

It can be the case, the subprogram corresponding to a function may not be followed
at a certain time, but stored in the system knowledge. The function is then in concep-
tual form, or as an algorithm. There can be several algorithm to address the same
objective. The process of assigning a function/algorithm to an objective is functional
decomposition. The result, the instantiation of the algorithm in the real quantities of
the system, is the grounded function. According to [90]:
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Functional decomposition involves three aspects: objectives, re-
sources and algorithms. An algorithm in the system knowledge
is selected in order to realize a particular objective with specific
system resources.

When taking an operational/implementational view of functions, Lopez considers
a function definition a conceptual entity that represents a complete specification of a
functional decomposition in the current scenario of the running system.

The previous functional decomposition corresponds to the grounding of a single
function capable of addressing an objective. However, it is usually the case that the
function defined by the algorithm relies on other objectives to be also fulfiled, which
are usually referred to as sub-objectives. Different function decompositions can re-
quire the same sub-objective. This allows for the reuse of the resources associated to
the function that address this sub-objective.

This is how the system’s operation can be decomposed from the root objectives
into a hierarchy of objectives-functions, since it is the functions decompositions what
accounts for the relationships between the objectives in the hierarchy.

Example Functions and objectives in the mobile robot
We can consider the hierarchy of objectives in figure 4.4 for our mobile robot. The
localisation function, whichis grounded in the localisation module, requires the sub-
objective to obtain scan readings of obstacles. This sub-objective is also required
by the trajectory planning function that addresses the objective to plan a trajectory.

root objective 
- navigation

objective - self-
localisation

objective - plan 
trajectory

objective - 
obtain scan 
reading of 
obstacles

objective - 
estimate 
velocity

objective - 
move 

according to 
velocity

localisation function

Figure 4.4: Example: mobile robot’s hierarchy of objectives.
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Abstract Functions and Function Versions

We could have different triplets <objective, algorithm, configuration> that share a
common objective: we shall call these function versions of an abstract function de-
fined by the objective. These versions can differ between themselves either in the
algorithm, in the components configurations, or in both. This conceptualisation is
similar to that proposed by Blanke et al. with the concept of versions of services[21,
p. 77]. Two function decompositions that differ only in the resources correspond to
physical redundancy: there are two different instances of the same function instanti-
ated for the same objective. Two function decomposition that differ in the algorithm
correspond to analytical redundancy: it means that there are two alternative function
designs capable of addressing the same objective.

4.4 Cognitive Autonomous Systems

Once presented the concepts that explain from the GST perspective the issues at hand
in autonomy, now it is time to move further to account for the cognitive phenomena
in such systems. In this section we describe the relevant concepts of the theoreti-
cal framework that analyse cognitive aspects. They were gathered by Lopez in the
Cognitive-Grounded System Model (CGSM) from [90], which is an ontology that ex-
plain global aspects of the cognitive operation in autonomous systems. These ideas
have been further developed in the inception of the present research, and the results
presented as the General Cognitive System conceptualisation in [64]. The basic idea
of the CGS Model is to consider the system as a duality of a grounded system (GS),
and a cognitive system (CS). Let us explain this.

We may assume that, in the most general case, a cognitive autonomous system
operation can be analysed at two levels. The first one, which we may call physical,
answers to physical laws: gravity, magnetism, etc. Indeed, an important part of the
system’s operation is its physical action on the environment; for example a robot pick-
ing up objects, or a mobile robot exploring new territory. This kind of operation can
be observed by measuring a certain amount of quantities, representing speed, temper-
ature, force, etc. These are the physical quantities we referred in section 4.2.1. The
grounded system is formed by the physical quantities and their dynamics.

The other kind of operation in a general autonomous system is conceptual. A
conceptual quantity is a specific resource of the system whose state represents the
state of a different part of the universe [76]. For example, the area of memory used for
an integer may represent the speed of a robotic mobile system, encoded in the state of
its own bits. The part of the system that performs conceptual operation is called the
cognitive system. The cognitive subsystem has the capacity to operate with conceptual
quantities, using them for representing objects in their environment, for simulating the
effect of its own action over them, or for inferring new objects among other examples.

We shall differentiate the abstract quantities from other conceptual quantities. Ab-
stract quantities are not measurable and cannot relate to actual physical quantities.
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Figure 4.5: Grounded and cognitive systems and their quantities.

Between the rest of conceptual quantities there will be some that relate to real current
physical quantities, we shall say they are instantiated quantities, and those that are
not, but could eventually be: they are potentially instantiated quantities.

A model can be conceived as a set of conceptual quantities closely related, that is
in a representation relationship to an entity (i.e. an element) in the world. Therefore,
models or representations are elements in the cognitive subsystem. Those models that
represent actual quantities in the environment or the grounded system are composed
of instanted quantities, whereas those that represent hypothetic, predicted or simulated
entities, consist of potentially instantiable quantities.

4.4.1 Conceptual Operation

Once we have introduced the organizational particularities of cognitive systems, we
will now explain how are they involved in the operation of CS and GS. The processes
of purposive directiveness are intrinsically part of CS operation, as they involve sym-
bolic representations of system, environment, objectives, and conceptual processes.
The result is a conceptual representation, which is then grounded into GS.

The relation between a conceptual quantity and its physical counterpart directly re-
lates to the symbol grounding problem as analysed by [60]. Leaving out of the discus-
sion the hard problem of meaning, we shall define the relation between the conceptual
quantity (the virtual landscape) and the physical one it refers to (the actual landscape
in the world) as the grounding. A conceptual quantity may refer to a physical quantity
of the environment or a physical quantity of the system.

The bidirectional nature of the relation is represented by the sensing-perception
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and grounding-action cycle. Sensing relates a physical quantity in the environment
with a physical quantity in the system. Perception relates the physical quantity with a
conceptual quantity in the cognitive subsystem. The physical quantity may be in the
environment, in which case we shall talk about exteroception, or in the own system,
then we shall talk about proprioception. We represent perception as a link between a
physical quantity in the physical subsystem and a quantity in the cognitive subsystem
because in any case the initial quantity must be mapped to one in the same substrate
–embodiment– that the cognitive subsystem, that is the physical part of the system.
This mapping is the sensing.

Grounding*4 is the process of making physical quantities correspond to their con-
ceptual counterparts. The other way round grounding* relates a conceptual quantity
in the cognitive subsystem with a physical quantity in the system, while action relates
the quantity in the system with the sensed physical quantity in the environment.

We call embodiment of a conceptual quantity to its physicalisation, that is to say
the relation between the conceptual quantity and the physical quantity that supports it
[84], in which it is embodied, i.e. in our example the relation between the robot speed
and the memory bits used to represent it.

ExampleCognitive Operation related to velocity control
Let’s take the example from a mobile robotics application. The speed of the
robot (physical quantity of the coupling system-environment) is sensed in the signal
from the encoder (physical quantity in the system) and through perception it is
conceptualised in the conceptual quantity speed of the cognitive subsystem. This
conceptual quantity may be manipulated in cognitive processes, such as planning,
that result in an increase of the value of the quantity. The conceptual quantity is
grounded through the quantity voltage applied to the motors, whose action finally
results in an increase of the initial physical quantity speed. Only instantiated
conceptual quantities can be updated through perception and/or grounded.

The conceptual quantity is embodied in the state of the RAM memory position
that stores the variable of the control program in the robots on-board computer.

4This grounding is intimately related to the previous grounding, but we use them with a slight difference.
Grounding refers to the whole relation between conceptual and physical quantity, whereas grounding* refers
to it in the direction from conceptual to physical
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Figure 4.6: Schematic representation of the quantities involved in the cognitive operation re-
lated to the robot’s speed.

As we described in 4.3.2, systems that present purposive directiveness operate with
an explicit representation of their objectives. Hence they present conceptual operation
that can be described with the aforementioned concepts. However, we will keep the
adjective cognitive to define those systems in which conceptual operation involves
representations not just of objectives, but of the two other elements in the triplet: the
environment and the system itself.

The organisation of the knowledge of the system is key to determine the proper-
ties of its cognitive operation. The instantiated quantities correspond to the program
of the cognitive subsystem: they account for the instantaneous representation of the
current situation. The potentially instantiated quantities correspond to the hypothetic
structure: when the activity in the cognitive system changes, new quantities can be
instantiated, to represent the new situation. Finally, the abstract quantities correspond
to the real structure: they determine which models the cognitive system operates with,
and the algorithms it uses.

4.5 Analysing Cognitive Autonomous Systems

This theoretical conceptualisation is aimed at providing a common analysis framework
for autonomous systems. In this last section we provide guidelines for the application
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of the presented concepts to the analysis of autonomous systems, considering its or-
ganisational properties and its cognitive operation. These guidelines were compiled in
a preliminary work to this research [64].

4.5.1 Autonomous operation: performance and adaptivity

Let us analyse how uncertainty affects the operation of the system in relation to its
cohesion and directiveness. We have modelled uncertainty as a certain disturbance
to the system, which, coming from the environment or from the system itself, can
propagate in the organisation of the autonomous system, as displayed in figure 4.7

Figure 4.7: Propagation of disturbances in the organisation of
an autonomous system (from [90]).

The system’s program has a certain capacity to compensate these disturbances,
mainly if they are intensive. The concept of performance has a very specific meaning
in this context by referring to these capacities. Performance is therefore the effective-
ness of the temporary behaviour of the system. However, performance may be not
sufficient to cope with certain disturbances, typically the qualitative ones. In this case
a program failure happens.

The consequences of a program failure may affect the hypothetic structure of the
system (type 2 arrows in the figure). At this level, mechanisms of purposive directive-
ness may activate to try reconfiguring the system to correct its behaviour. This may
consist of modifying algorithms or reconfigure a certain part of the structure of objec-
tives. We shall call this capacity of the system adaptivity. System’s adaptivity can be
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structural, in the case it is a function of the current functional structure, or purposive,
in the case it develops dynamically. In the second case it implies conceptual operation.
It may happens that system’s adaptivity could not compensate the program’s failure.
We shall call this situation structural failure. Structural failure can propagate to the real
structure of the system (type 3 arrows), breaking partially or totally system’s cohesion,
and affecting its directiveness towards the objectives.

Example For example, in a varying parameters PID, while the plant remains in a cer-
tain region the controller parameters do not change, but the control signal does,
according to the error. That corresponds to the program and performance of the
system. By contrast, when the plant enters a different region of operation the
PID parameters change accordingly, this stands for the hypothetic structure of the
system and its adaptivity.

4.5.2 Principles of Autonomy

From the analysis of the system organization, Lopez’s has enunciated some design
guidelines, the principles for autonomy, which are a series of factors related to the
provision of increased levels of adaptivity to a system. The most central for this work
is the principle of minimal structure[92]

Principle of minimal structure: the structure of the system must be minimized for
higher autonomy.

This stands, within the whole organisation for maximizing the system’s program,
which equals to maximize system performance. This is because more program pro-
vides better accuracy and resources more adapted to system resources. Secondly,
within the structure, the principle stands for minimizing the real and maximizing the
hypothetical structure. This equals to providing maximum adaptivity, because it means
more reconfigurability.

In our extension to Lopez’s foundation, maximizing hypothetic structure can be
done by increasing the number of alternative function designs.

There are other principles for the design of autonomous systems derived and/or
related to the basic principle of minimal structure. Lopez details them as follows:

Encapsulation: has two main aspects: i) minimization of the couplings between ele-
ments, ii) the construction of interfaces, in order to encapsulate heterogeneous
elements. Minimization of couplings contributes to minimization of structure.
Second, encapsulation favours reconfigurability. This is so because, by defini-
tion, isolating a function within a module and providing a precise specification
for the interface to the module [29, p. 73].

Regarding modelling (including self-modelling) well-defined interfaces and iso-
lated functionality allows traceability of interactions between modules.
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a) b)

d)c)

program

hypothetic structure

real structure

Figure 4.8: Evaluation of system organisation: system a) has almost only real
structure, thus it would perform badly and could not adapt at all, any disturbance
would affect the real structure, therefore leading to structural failure if it were
not robust enough. System b) has great proportions of structure, both real and
hypothetic, but no program at all and hence, despite it may be able to adapt
and reconfigure itself for different situations, it has no means to address small
disturbances and would perform poorly. On the other hand, system c) has no
hypothetic structure: the system could not adapt to disturbances overwhelming
the compensating capacity of program, so if they happened it lead to structural
failure. The best organisation is that of system d), in which real structure is
minimal and program and hypothetic structure maximal, resulting in a system
with a priory good performance and adaptivity.
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Therefore, the models of encapsulated systems are more easily integrated in
mechanisms of directiveness such as functional decomposition or objective re-
configuration.

Homogeneity: Considering the elements and couplings of the system, similarity be-
tween is a factor for interchangeability. For heterogeneous elements and cou-
plings, homogeneity can be achieved with additional elements enabling the in-
direct coupling between them: the interfaces.

Homogeneity represents increasing system efficiency, in the sense of optimizing
the use of its resources. Similarly, homogeneity of knowledge maximizes its
potential scope of use and power of representation.

Isotropy of knowledge: refers to the reusability of knowledge between different situ-
ations or contexts. Function definitions and objective decompositions are design
knowledge that is generated for a particular scenario, we call this knowledge bi-
asing. Perfect knowledge isotropy means that the knowledge and models can
be applied independently of biasing, that is it is general knowledge that can be
applied to many scenarios.

Scalability: is a factor that refers to the capacity of the system to grow. The principle
of scale stands for maximizing the degrees of minimal structure, encapsulation,
homogeneity and isotropy of knowledge by system growth.

4.5.3 Cognitive operation

It can be intuitively considered that quantitative uncertainty is accounted for by the
systems performance, and qualitative uncertainty by adaptivity [90, p. 150]. Increas-
ing knowledge mainly contributes to adaptivity, whereas increased physical resources
contributes to performance. Since we are concerned with adaptivity in this work, our
main focus is the maximization of the system’s knowledge. If we enhance the system’s
knowledge by making its models more representative, then the system will be able to
better account for qualitative uncertainty, increasing its adaptivity.

The organization of the cognitive system is an important factor regarding the ca-
pabilities of the autonomous system. Abstract quantities allow the system for general-
isation, thus representation power, and inference and other deliberative processes that
allow better knowledge exploitation. Potentially instantiated variables are necessary
for planning and reflection over past situations. Instantiated quantities stands for mod-
els of current situation. More instantiated quantities means more modelling refinement
of current state, whereas larger quantities of potentially instantiated quantities stands
for greater capability of the architecture to represent different situations or the same
situations with different models; we could talk about larger “model repository” (see
figure 4.9).
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ExampleKnowledge in the mobile robot
Let us consider the knowledge embedded in the control system of our mobile robot.
We could consider two different implementations of the navigation module and the
map it exploits. In implementation 1, the control system uses only very detailed 2D
Cartesian representations of the environment. The organisation of the knowledge
thus involves a big portion of instantiated quantities, to account for the instanta-
neous representations of obstacles. The different maps stored in the map server for
the different areas the robot can traverse correspond to the potentially instantiable
conceptual quantities. The definition of the 2D coordinates and their occupancy
state by obstacles correspond to the abstract quantities that for the real struc-
ture of the system’s knowledge. The organisation of the cognitive subsystem for
implementation 1 is depicted in the upper part of figure 4.9.

We could consider a different implementation 2, with more diverse modelling
capacity in the system, using integrated representation consisting of occupancy grip
maps optimised into quadtrees or potential maps for local mapping, and graphs
to capture the relations between mapped areas. Using these more simple repre-
sentations, the amount of conceptual quantities instantiated to account for the
instantaneous modelling of the environment is smaller in this implementation 2.
The same applies to potentially instantiable quantities, given the simplified infor-
mation stored in quadtrees, when compared to 2D Cartesian maps. However, the
cognitive subsystem has now a greater amount of abstract quantities, given the
many different conceptualisation of space it handles.

Implementation 1 provides a better performance: more precise maps mean
more efficient and accurate navigation. However, this navigation can consume too
much computer memory, and be too slow in cluttered environments, where there
are many obstacles. Implementation 2 allows the control system to adapt to this
circumstances by changing from one representation and corresponding algorithms
for navigation to another more suitable for the environment.
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CAPÍTULO 2. ESTADO DEL ARTE

Figura 2.1: Mapas métricos geométricos

debido principalmente a la facilidad de visualización que ofrecen y la compa-
cidad que presentan. Otra ventaja fundamental es la filtración de los objetos
dinámicos al hacerse la extracción previa de caracteŕısticas del entorno. Los
sensores necesarios para construir estos mapas no pueden generar mucho rui-
do, puesto que han de permitir distinguir los diferentes elementos del entorno.
Otro inconveniente a resaltar es su incapacidad para proporcionar un mode-
lo completo del espacio que rodea al robot. Los puntos que no se identifican
como caracteŕısticas geométricas del mundo real son eliminados, con lo que
para ganar en robustez y compacidad se pierde información de los senso-
res. Esta limitación afecta a tareas como la planificación de trayectorias y la
exploración de entornos, reduciendo consiguientemente la utilidad de estos
mapas en la navegación de robots móviles.

En los mapas métricos discretizados,se utiliza la información de los senso-
res sin segmentar y se construye una función de densidad de probabilidad de
ocupación del espacio. Como ésta no puede cubrir todo el espacio de forma
continua, se efectúa una descomposición en celdillas y se asigna una proba-
bilidad a que cada una esté ocupada o libre. Esta división puede ser exacta,
manteniendo las fronteras de los obstáculos como bordes de las celdillas, o
mediante celdillas de dimensiones fijas que se reparten por todo el espacio
[23]. En las figuras 2.2 y 2.3 pueden verse ejemplos de ambos tipos de des-
composición. En la división en celdillas fijas se aprecia que un estrecho paso
entre dos obstáculos puede perderse con esta representación.

En este caso no se analiza la pertenencia de cada celdilla a un objeto in-
dividual, por lo que aunque el espacio esté discretizado se logra su represen-
tación de forma continua. En la figura 2.4 se puede ver un mapa discretizado
o de ocupación de celdillas de un entorno con formas irregulares que haŕıa
complicada la representación geométrica.

Este tipo de mapas puede precisar de una alta capacidad de almace-
namiento, tanto mayor cuanta más resolución se requiera. Por otra parte,
permite representaciones continuas y completas incluso a partir de datos de
sensores con mucho ruido como los de ultrasonidos, lo que los hace especial-
mente prácticos.
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Chapter 5

State of the Art of Self-Aware
Systems

As it has been discussed in the introduction, a diversity of techniques have been ex-
plored to tackle the problem of uncertainty when building robust autonomous systems.
In the following sections we present the state of the art in different approaches that
target system’s adaptivity to overcome the problem. They come from different sub-
disciplines, but they share a common objective with the present work. The current
research is highly inspired by these approaches.

5.1 Autonomous Supervisor for fault-tolerant control

As it has been discussed in section 3.5.2, fault-tolerant control addresses the problem
of faults (i.e. internal uncertainty) in control systems, and using methods rooted in
control theory. Blanke et al. [21, pp. 612–618] have proposed guidelines for the
design of fault-tolerant control. It involves the implementation of an Autonomous
Supervisor architecture in the control system (figure 5.1).

The architecture comprises four levels:

1. The lower level consists of the traditional control loop, I/O and references.
Fault-tolerance includes an additional block that allows to validate and filter
if required the input signals to the controller, i.e. references or setpoints and
sensory input.

2. The second level includes algorithms for fault diagnosis in the Detectors, and
Effectors to perform the remedial actions for controller re-design.

3. The third level is the supervisor logic, which determines the most appropriate
remedial action from the diagnosed state.
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4. The fourth level includes plant-wide control and coordination.

Plant-wide control
and coordination

Supervisor
level

Control level

Controller

Plant wide control

Autonomous Supervisor

Effectors Detectors

actuatorssensors

setpoints
(references) Filtering & 

validity check

Figure 5.1: The Autonomous Supervisor architecture, adapted from [21].

The design procedure uses the analysis of fault propagation and structure to de-
velop the fault diagnosis and controller re-design actions performed at the supervision
level.

The component based analysis relies on the component model of the system pre-
sented in 56. It results in a list of component related faults and their effects. The
structural analysis provides information on the redundancy available in the system for
diagnosis and reconfiguration.

The supervisor logic consists of inference rules developed using the previous in-
formation about the known faults and their effects. These rules encode the knowledge
of which remedial action must be taken according to the system fault state diagnosed.

5.1.1 Fault Diagnosis

The information obtained by the diagnosis should be used for the controller re-design,
so it cannot only indicate when a fault occurs, but also identify its location and mag-
nitude. The successive steps are:

1. Fault detection, decide if a fault occurred and determine the time at which hap-
pened.

2. Fault isolation finds the location of the fault, i.e. in which component it oc-
curred.

3. Fault identification and estimation of its magnitude.
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Different techniques can be used for fault diagnosis, depending on the nature of the
system (continuous-variable, discrete, . . . ), as well as different architectural options:
embedded, distributed, decentralised, coordinated. An integrated approach for fault
analysis and system reconfigurability has been proposed in [54]. It consists of a self-
updating model based on functional analysis that captures the availability of services
provided by the systems components in a state transition graph.

5.1.2 Controller re-design

The objective of the controller re-design is to change the controller when a fault occurs
so it continues to satisfy the requirements. Two ways of doing so can be distinguished:

Fault accommodation implies changing the controller parameters to comply with
the new dynamical model of the faulty plant. This can be achieved by switching
to pre-designed controller configurations selected off-line for each fault.

Control reconfiguration if the previous is not a solution, the whole control loop, in-
cluding its structure, has to be changed. Alternative input and output is used for
the controller and a new control law has to be designed on-line. This is typically
the case with sensor and actuator failures, in which alternative components have
to be found to replace the faulty ones.

There can be different possible remedial actions for each of the listed faults, mak-
ing use of physical or analytical redundancy depending on the structural analysis.
Some of them may not necessarily involve control re-design.

• Switch to another version of service with full performance, if redundant hard-
ware is available.

• Change to a version that those not require the faulty component, even if with
degraded performance. This is the case of replacing a sensor by an observer that
does not used its faulty measurement, or considering controllability without a
faulty actuator, using only the remaining.

• Control re-design. An online control re-design may be required when the reme-
dial actions depend on the state of the system. Autonomous controller re-design
is a challenging solution equivalent in complexity to adaptive control.

• Change objective, when other possibilities are exhausted, relax the performance
objectives and design an appropriate controller for the faulty system.

• When appropriate fault handling cannot be achieved, the supervisor should com-
mand the system to a safe state.

5.1.3 Analysis

The Supervisor architecture for fault-tolerant control improves the adaptivity over a
standard control architecture, because it converts the control level from real structure

91



Chapter 5 State of the Art of Self-Aware Systems

into hypothetic structure. The amount of hypothetic structure in the system, and thus
the scope of the system’s adaptivity, depends on the re-design alternatives available,
that is the analytical redundancy of the system. The amount analytical redundancy
depends not only on the number of alternative designs for a certain part of the control
system, but also on the granularity at which alternative does exist. If the supervisor
is limited to switch between predetermined alternative designs for the whole control
system, the hypothetic structure is limited. However, if these alternatives are not at the
system level, but at the component/service level, the possibilities grow exponentially,
as does the hypothetic structure.

Considering the Supervisor level from a cognitive perspective, the knowledge is
embedded in the supervisor logic. If it is based on rules, thus not being an explicit
model of the control level structure of components, that means small amount of ab-
stract quantities and isotropy of knowledge. This reduces the potential model reposi-
tory and limits the scenarios and circumstances to which the supervisor can adapt the
system for.

5.2 Self-adaptive software

In software systems a lot of research has been done for dynamic adaptation in relation
to fault-tolerance. Traditional self-repair has been conducted at the code level [53].
These mechanisms, such as exception handling or timeouts, have become standard
coding techniques, well supported by modern programming languages (e.g. Java ex-
ceptions) and programming libraries. However, they are pre-defined at development
time, so they cannot account for unpredicted phenomena, neither can they take into
consideration run-time information to determine the source of the failure and take the
most appropriate corrective measure.

During the last decades different approaches have been explored to empower com-
puting systems with adaptive mechanisms at run-time, moving the solution from the
code-level to the module-level, be it a component or a service. Multi-agent systems
from AI are an example of this. More industry and business approaches following this
line are dynamic architectures in service-based software systems and, more recently,
the autonomic computing approach. Following we describe exemplary research works
of both lines that are relevent to this work.

5.2.1 Dynamic architectures

Garlan et al. [53] proposed an approach in which an stylized architectural design
model of the system is maintained at run time and used to detect when the system’s
behaviour departs from the desired range and thus decide high-level repair strategies.

The cornerstone in their approach is the architecture model, for which they adopted
a simple metamodel (shared by the core of most architectural description languages)
that represent the system architecture as an annotated, hierarchical graph. Nodes are
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components and arcs are connectors. Annotations are lists of properties that account
for the semantic properties (e.g. bandwidth of a connector, load in a component for
computing)

A key in their approach is the concept of architectural style, which:

defines a set of types for components, connectors, interfaces, and proper-
ties together with a set of rules that govern how elements of those types
may be composed.

Typical styles are client-server or publish-subscribe, and they have the advantage of
mapping well to many component integration infrastructures or platforms, such as
CORBA or EJB.

Their innovation is to use the style not only at design time, but to support run time
adaptation by incorporating it to the knowledge in the form of a stilised architectural
model used by the repair mechanisms.

The style is thus the knowledge that is used to determine: a) what properties of the
system to monitor, b) what constraints to evaluate, c) what to do when constraints are
violated, d) how to repair.

The complete Adaptation Framework they have proposed works as illustrated in
figure 5.2.

Architecture Manager

Repair 
Handler Analyzer

Arch.
ModelG

en
er
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IStyle API

Interpreter

Style API
Interpreter

Executing
System

Translator

45
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1
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2
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Figure 5.2: Garlan’s et al. Adaptation Framework (adapted from [53]).

an executing system (1) is monitored to observe its run time behavior; (2)
monitored values are abstracted and related to architectural properties of
an architectural model; (3) changing properties of the architectural model
trigger architectural analysis to determine whether the system is operat-
ing within an envelope of acceptable ranges; (4) unacceptable operation
causes repairs, which (5) adapt the architecture; (6) architectural changes
are propagated to the running system.
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Requirements for applying this: the system (its impplementation platform) must be
reconfigurable (e.g. possibility to redirect communications, to load dynamic libraries,
to do dynamic resource management).

Application of the framework:

• Define an architectural style - this is re-usable for other systems with the same
style.

– Define the adaptation operators (actions to change the architecture)

– Define the repair strategies.

• Define the architecture model, including the initial configuration of the system.

• Connect the framework to the system:

– Style-based monitoring: probes (implementation dependent) and gauges,
model-specific (reusable in other system with the same style)

– Map adaptation operators to implementation operators, which are offered
by the Runtime Manager.

Another and more recent example of dynamic software architectures is that of
Fiadeiro & Lopes [48], who presented a model for dynamic reconfiguration in service-
based software architectures. Their model can be considered a metamodel to describe
the architecture of service oriented systems. The architecture of these systems has the
particularity of not being determined at design time.

5.2.2 Autonomic Computing

In the recent years an initiative by IBM was launched to address some of the issues
discussed in 1.4 in the realm of software and computing systems.

The overarching goal of autonomic computing is to realize computer and software
systems and applications that can manage themselves in accordance with high-level
guidance from humans.

It is based on the example of the human autonomic nervous system, which together
with the endocrine system is constantly regulating and maintaining homeostasis [110].
This natural system is constantly monitoring changes and disturbances in our body
and generates correcting action of corresponding size to keep our internal balance, by
specific and dedicated but interdependent regulation mechanisms.

The essential issue in autonomic computing is self-management[75], by which
system’s administrators are made free of most details of the system’s operation and
maintenance, labours now addressed by the system itself, thus implementing a high
level of autonomy. There are several aspects considered in self-management:

• Self-configuration: autonomic systems will be able to configure themselves ac-
cording with high-level policies. That will permit new components to integrate
effortless in extant systems provided both incorporate autonomic technology:
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the new component will configure itself for the system, which in turn will adapt
to it.

• Self-optimization: an autonomic application will be continuously detecting op-
portunities to tune itself for a more efficient operation, i.e. they will automati-
cally seek for updates to improve its execution.

• Self-healing: autonomic systems will have unseen fault tolerant capabilities,
being able to analyse the root of eventual failures and smoothly recover from
them.

• Self-protection: an autonomic system will be able not only to defend from
detected external attack, but to proactively anticipate problems based on early
monitoring information.

Autonomic applications and systems will exhibit these characteristic at many lev-
els of granularity. An autonomic system will consist of a myriad of autonomic el-
ements, each one providing for some services to users or other elements. The self-
management will arise both from the interaction between the autonomic elements,
supported by a distributed service-oriented infrastructure, as well as from the internal
autonomic capabilities of each one.

Autonomic Manager

Managed element

KnowledgeMonitor

Analyse Plan

Execute

Figure 5.3: An autonomic system consists of
a set of autonomic elements interacting. Each
element is formed by an Autonomic Manager
and a managed element (from [75]).

As shown in 5.3 an autonomic element consists of an autonomic manager that
controls one or more managed elements. This later maybe any regular element in a
computing system, either hardware: a hard disk, a CPU, or software: a database. At
higher levels the managed element could be a whole service application. It is expected
that eventually the autonomic manager will be completely fused with the managed
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element in implementation, being the distinction merely conceptual.

At the lower levels, autonomic elements will have a limited range of internal be-
haviours, mainly hard-coded and fixed, to provide for adaptation. At higher levels
more flexibility is needed, and this behaviour will be more dynamic and undefined at
design-time, defined in goal-oriented terms, being the details resolved on the fly by
the autonomic element in its interactions with others and the user.

Reviewing the aspects listed in 5.2.2, we may observe that all they need for two
underlying capabilities:

self-awareness: since the autonomic manager relies on knowledge on the managed
element, its behaviour and state.

context-awareness: it has to be continuously monitoring its environment to be able
to react to changes

5.2.3 OMACS and adaptive multi-agents organisations

Oyenan, DeLoach et al. [43, 108] have proposed a multiagent framework to develop
autonomic systems. They argue that agents are autonomous and map naturally with
autonomic computing principles. Their framework allows to build multiagent systems
that are capable to adapt to unpredicted situations in their environment by reconfig-
uring its organisation at runtime. They claim that their approach provides for the
demanded systematicity and repeatability, opposite to other ad-hoc approaches, be-
cause it is based on a formal framework (OMACS) and is supported by a multiagent
development process.

The core of the approach is the Organization Model for Adaptive Computational
Systems (OMACS), which is a metamodel for artificial organizations, i.e. multiagent
or autonomic systems. It defines the knowledge required for the system to be able to
self-organize at runtime. OMACS defines an organisation as [108]:

a set of goals that the system is attempting to accomplish, a set of roles
that must be played to achieve those goals, a set of capabilities required
to play those roles, and a set of agents who are assigned to roles in order
to achieve organization goals.

Basically, an OMACS system or organization is an instance of the OMACS metamodel
presented in Figure 5.4 that fulfils all the constraints defined in the metamodel.

Using the previous information about its organisation, an OMACS system is able
to reason about its state in terms of the achievement of goals and self-configure ac-
cording to its capabilities to improve it if needed.

A model-driven development process for agent-based autonomic systems supports
the approach. The process involves a set of tasks to produce, departing from the sys-
tem’s requirements, the different models (Goal, Roles, Agents, etc.) compliant with
the OMACS metamodel that specify the design of the system.
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Figure 5.4: Simplified version
of the OMACS metamodel,
from [108].

The framework is complemented with the Organization-based Agent Architecture
(see fig. 5.5). This agent architecture defines two parts of the agents: the Execution
Component, which would correspond to the traditional agent performing application
tasks, and the Control Component (CC), which is the autonomic part. The CC uses the
model or specification of the organisation according to OMACS to reason about the
state of the system and take appropriate reconfiguration measures. Figure 5.5 depicts
the typical implementation of an OMACS system, with a centralised design of the
autonomic part in the Organization Master, to which all the CCs of the agents report.
The OM then decides the next appropriate configuration (agent-role-goal assignments)
and
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Control
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organizational-level
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application-specific
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Figure 5.5: The Organization-based Agent Architecture used
in most OMACS exemplary systems (adapted from [108]).

Analysis

The previous approaches for software systems address adaptivity at the architectural
level rather than at the code level. If we apply the principle of minimal structure,
we can argue that this increases the amount of hypothetic structure of the system in
relation to its program and real structure.
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For example, in OMACS, the possibility of runtime re-organization of the agents,
i.e. control re-configuration, means that the organization of agents corresponds to
the hypothetic structure, instead of being the real structure if it were a classical fixed
organization of agents. This provides the system with improved adaptivity, which is
limited by all the capabilities of the agents (the real structure in this case) as a set, and
not to the more limited number of capabilities of a certain organization.

From the cognitive perspective of autonomous systems, the OMACS approach is
totally knowledge-based, with the definition of a metamodel for agent organizations.
The more rich the OMACS model of a sytem is, regarding information about agents
capabilities and heuristics to assign agents to goals, i.e. potentially instantiable quan-
tities, the better the capability to adapt of the system will be.

5.3 Cognitive Architectures

Cognitive architectures is an interdisciplinary research area in which converge the
fields of artificial intelligence, cognitive psychology/cognitive science, neuroscience
and philosophy of mind. A cognitive architecture is a blueprint for intelligent agents.
It proposes (artificial) computational processes that act like certain cognitive systems,
most often, like a person, or that act intelligent under some definition. Cognitive ar-
chitectures form a subset of general agent architectures. The term architecture implies
an approach that attempts to model not only behavior, but also structural properties of
the modelled system.

We shall distinguish three main categories of cognitive architectures according to
their purpose:

• Architectures that model human cognition. One of the mainstreams in cog-
nitive science is producing a complete theory of human mind integrating all the
partial models, for example about memory, vision or learning, that have been
produced. These architectures are based upon data and experiments from psy-
chology or neurophysiology, and tested upon new breakthroughs. Examples of
this type of cognitive architectures are ACT-R [7] and Atlantis. These architec-
tures do not limit themselves to be theoretical models, and have also practical
application, i.e. ACT-R is applied in software based learning systems: the Cog-
nitive Tutors for Mathematics, that are used in thousands of schools across the
United States.

• Architectures that model general intelligence. These are related to the first
ones but, despite of also being based upon the human mind (as the only agreed
intelligent system up to date), do not constraint to explain the human mind in
its actual physiological implementation. They address the subject of general
intelligent agents, mainly from a problem-solving based perspective. Example
of these architectures are Soar [82] and BB1.

• Architectures to develop intelligent control systems. These architectures take
a more engineering perspective, and although they also address the general in-
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telligence problem, they focus on applying it the building of technical systems.
They are intended as more powerful controllers for systems in real environ-
ments, and are mainly applied in robotics and UAV’s and UGV’s 1. Some ex-
amples of these architectures are 4D/RCS [1] and Subsumption [25], despite
some debate on the last one about if it can be considered “cognitive”.

This research falls mainly in the third category of cognitive architectures, of us-
ing them to build controllers with higher degrees of autonomy. Notwithstanding, an
analysis of the other two classes was conveyed, to explore and study artificial imple-
mentations of cognitive traits, specially those related to self-awareness.

5.3.1 Classification of cognitive architectures

As discussed in the introduction (page 15) for AI, cognitive architectures can be clas-
sified according to different criteria:

Connectionist vs Symbolic

Cognitive architectures can be divided between the two main paradigms that exists in
these fields:

Connectionist approach: The central connectionist principle is that mental phenom-
ena can be described by interconnected networks of simple units. The form
of the connections and the units can vary from model to model. For example,
units in the network could represent neurons and the connections could repre-
sent synapses. Another model might make each unit in the network a word, and
each connection an indication of semantic similarity.

Computationalism or symbolism: the computational theory of mind is the view that
the human mind is best conceived as an information processing system very
similar to or identical with a digital computer. In other words, thought is a kind
of computation performed by a self-reconfigurable hardware (the brain).

There are of course hybrid architectures that have a part of each paradigm, such as
ACT-R, with its symbolic and subsymbolic levels. Recently, Soar has included in its
latest version (Soar 9) connectionist mechanisms for learning.

Deliberative vs reactive

Another classification related to the field of intelligent agents distinguish between de-
liberative and reactive architectures.

Deliberative architectures. These architectures come from the GOFAI (Good Old-
Fashioned Artificial Intelligence) paradigm. The working of a deliberative agent

1UAV: Unmanned Aerial Vehicle
UGV: Unmanned Ground Vehicle
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can be described in terms of a sense→model→plan→act cycle. The sensors
sense the environment and produce sensor-data that is used to update the world
model. The world model is then used by the planner to decide which actions to
take. These decisions serve as input to the plan executor which commands the
effectors to actually carry out the actions.

Reactive architectures. Reactive architectures appeared in the 80’s in opposition to
GOFAI, claiming that there is no need of representation of the world for an
intelligent agent having the own world at disposal [24]. Reactive architectures
are designed to make systems act in response to their environment. So instead
of doing world-modeling and planning, the agents should just have a collection
of simple behavioral schemes which react to changes in the environment in a
stimulus-response fashion. The reference for reactive architectures is Brooks’
Subsumption architecture [25].

There are also in this case hybrid architectures that combine both reflective and
reactive capabilities, like RCS or ATLANTIS. In fact, for a cognitive architecture to
be useful for real-time control systems the hybrid approach seems not only appropriate
but necessary.

It is also remarkable that the symbolic paradigm is strongly related to deliberative
architectures and the connectionist with the reactive approach, despite there is a full
gradation between the extremes and in practice most architectures used in real systems,
and not only simulated environments, are hybrids to some extent.

5.3.2 RCS

RCS is a cognitive architecture that reifies Albus theory of cognition [2]. However, it is
also a Reference Model Architecture, suitable for many software-intensive, real-time
control problem domains.

RCS defines a control model based on a hierarchy of nodes. All the control nodes
at all levels share a generic node model. The different levels of the hierarchy of a
RCS architecture represent different levels of resolution. This means that going up
in the hierarchy implies loss of detail of representation ad broader scopes both in
space and time together with a higher level of abstraction 5.6. The lower level in the
RCS hierarchy is connected to the sensors and actuators of the system. The nodes
are interconnected both vertically through the levels and horizontally within the same
level via a communication system.

RCS Node

The RCS node is an organisational unit of a RCS system that processes sensory infor-
mation, computes values, maintains a world model, generates predictions, formulates
plans, and executes tasks. The RCS node is composed of the following modules: a sen-
sory processing module (SP), a world modelling module (WM) together a behaviour
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Df. Intelligent super~sed-autonomy controllers are controllers capable of accepti~g 

commands from hzlman s ~~pen7isors and executing those commafzds with little or nu 

further inpfit from humans in unstructfired a ~ d  often hostile environments. 

An intelligent, supervised-autonomy controller is intelligent in that it is capable of 
executing its assigned mission with or without direct communication from a human supervisor. 

It is supervised in that it responds to commands from superiors with discipline in response to 
established rules of engagement as would any well disciplined human soldier. It is autonomous 

in that it is capable of formulating plans and coordinating with other intelligent agents in the 

execution of mission assignments. Environments in which UGVs with supervised-autonomy 

controllers are required to operate include wban warfare zones? rural battlefields, mountains? 

woods, farrnlands, or desert tesrain, as well as all kinds of weather during day or night. 

1 SENSORS AND ACTUATORS 

Figure 5. A 4D/FtCS reference model architecture for an individual vehicle. Processing nodes, RCS-NODES, 

are organized such that the behavior generation (BG) processes form a command tree. Information in the 

knowledge database (KD) is shared between world modeling (WM) processes in nodes above, below, and at the 

same level within the same subtree. KD structures ase not shown in this figure, On the right, ase examples of the 

functional characteristics of the behavior generation (BG) processes at each level. On the left, are examples of the 

scale of maps generated by the sensory processing (SP) processes and populated by the WM in the KR knowledge 

database at each level. Sensory data paths flowing up the hieraschy typically form a graph, not a tree, Value 

judgment (VJ) processes are hidden behind WM processes. A control loop may be closed at every node. An 
operator interface may provide input to, and obtain output kom, processes in every node. 

In Figure 5, each node consists of a behavior generation (BG), world modeling (WM), 
and sensory processing (SP)? and knowledge database (D) (not shown in Figure 5). Most 

nodes also contain a value judgment (VJ) process (hidden behind the WM process in Figure 5). 
Each of the nodes can therefore function as an intelligent controller. An operator interface may 

access processes in all nodes at all levels. 

Figure 5.6: Example of a RCS hierarchy from [1], in which the differ-
ent resolution levels can be appreciated.

generation module (BG) and a value judgement module (VJ). Associated with each
node there is also a knowledge database (KD). Figure 5.7 illustrates the elements and
their relations within the node.

Queries and task status are communicated from BG modules to WM modules.
Retrievals of information are communicated from WM modules back to the BG mod-
ules making the queries. Predicted sensory data is communicated from WM mod-
ules to SP modules. Updates to the world model are communicated from SP to WM
modules. Observed entities, events, and situations are communicated from SP to VJ
modules. Values assigned to the world model representations of these entities, events,
and situations are communicated from VJ to WM modules. Hypothesised plans are
communicated from BG to WM modules. Results are communicated from WM to VJ
modules. Evaluations are communicated from VJ modules back to the BG modules
that hypothesised the plans.

5.3.3 Soar

Soar (which stands for State, Operator And Result) is a general cognitive architecture
for developing systems that exhibit intelligent behavior. It is defined as general by
its creators so as to emphasize that Soar does not only intend to address the problem
of human cognition, but that of intelligence as a universal phenomenon. The Soar
project was started at Carnegie Mellon University by Newell, Laird and Rosenbloom
as a testbed for Newell’s theories of cognition.

Soar is designed based on the hypothesis that all deliberate goal-oriented behav-
ior can be cast as the selection and application of operators to a state. A state is
a representation of the current problem-solving situation; an operator transforms a
state (makes changes to the representation); and a goal is a desired outcome of the
problem-solving activity.
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Figure 5.7: Functional structure of a RCS node, adapted from [3].

The functioning of Soar is based on a sequence of actions which is called the
Execution Cycle and is running continuously. Soar’s memory is a production system,
and consist of three differentiated modules: working memory, which represents current
state, results of intermediate inferences, active goals and active operators, production
memory, where Soar stores long-term knowledge mainly procedural, and preference
memory.

5.3.4 Machine Consciousness Architectures

In the recent decade a new field is gaining momentum, at the convergence of cognitive
architectures, scientific research of consciousness and self-awareness, and cognitive
robotics. This new research topic is machine consciousness [69].

Even though there are old arguments against the possibility of machine conscious-
ness [99], several attempts at realizations of machine consciousness have been made
recently. In some cases, these systems propose a concrete theory of consciousness ex-
plicitly addressing artificial agents [34, 58]. In other cases, the implementations follow
psychological or neural models of human consciousness. This is true, for example, in
the case of the many implementations of Baars’ Global Workspace Theory (GWT) of
consciousness [50, 143, 10].

However, the multifarious character of consciousness is an obvious problem [22],
which most of the approaches circumvent by focusing on just one aspect of it. Access
consciousness seems to be the main target, leaving phenomenality to further clarifica-
tions of the hard problem [32] by philosophers and cognitive scientists.
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Chella et al. [34] have developed a robot cognitive architecture in which self-
consciousness is based on higher order perception of the robot, in the sense that first-
order robot perception is the immediate perception of the outer world, while higher
order perception is the perception of the inner world of the robot.

Arrabales’ CERA-CRANIUM cognitive architecture is a reification of Baars’ Global
Workspace theory of consciousness for software agents. CERA architecture is a soft-
ware architecture that allows the integration of different cognitive components into
a single autonomous system. CRANIUM (Cognitive Robotics Architecture Neuro-
logically Inspired Underlying Manager) is a tool for the creation and management of
large amounts of parallel processes in shared workspaces; it can be considered an im-
plementation of a Dennet’s pandemonium. Arrabales has used it to implement Baars
Global Workspace.

LIDA Architecture

Franklin et al. LIDA2 architecture [50] is a paradigmatic case of cognitive architecture
for machine consciousness.

LIDA provides a conceptual (and computational) model of cognition implemented
as a software agent. The IDA model implements and fleshes out Global Workspace
theory. The LIDA implementation of GW theory yields a fine grained functional ac-
count of the steps involved in perception, several kinds of memory, consciousness,
context setting, and action selection.

The LIDA codelets are specialized programs that monitor the occurrence of a par-
ticular event that may require a conscious intervention. When such an event occurs,
these codelets form coalition with other codelets that contain information about the
situation. The coalition then competes to be placed under the focus of attention (spot-
light). If the coalition wins, its contents spread to other codelets coming.

Cognitive processing in IDA consists of continually repeated traversals through
the steps of a cognitive cycle. Incoming sensory stimuli is filtered through precon-
scious perception, where meaning is added and a percept produced, and then enhanced
with information from un-decayed percepts from previous cycles. The current struc-
ture from working memory cues transient episodic memory and declarative memory,
producing local associations, which are stored in long-term working memory. The
conscious broadcast (ala Gobal Workspace Theory) occurs, enabling various forms
of learning and the recruitment of internal resources. Finally Procedural memory re-
sponds to the contents of the conscious broadcast instantiating action schemes that
matches them, and the action selection mechanism chooses an action from one of
them for this cognitive cycle. Different learning mechanisms take place using a va-
riety of activation nets models at the perceptual, episodic, procedural and attentional
phases of the cycle.

2The initially named IDA architecture is, since the inclusion of learning mechanisms, the LIDA archi-
tecture.
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5.3.5 Analysis

Cognitive architectures that model intelligence, such as Soar and ACT-R, provide de-
sign patterns for some intelligent capabilities, such as inference and learning, but they
do not address the complete description of patterns and functional decomposition re-
quired in an architecture for building complex control systems, such as appropriate I/O
interfaces, distribution a encapsulation in computational separate components, etc. For
example, dedicated modules or interfaces for sensing and acting must be implemented
ad-hoc in Soar.

On the other hand, architectures for intelligent control such as RCS provide a good
methodology to address the construction of a whole control system. Arrabales CERA-
CRANIUM architecture also provides architectural guidelines to integrate sensors and
actuators in the lower layer of CERA.

This is closely related to the grounding of cognitive operation discussed in page
80. Soar does not provide a solution for grounding conceptual operation. On the
other hand, RCS provides specific design patterns for perception and grounding in a
hierarchical manner.

Architectures for general intelligence such as Soar and ACT-R provide good tools
for the cognitive operation, specially decision-making and planning.

Cognitive architectures organisation

Let us analyse the properties of cognitive architectures from the standpoint of the
organisation of the cognitive autonomous systems built with them, using the criteria
presented in section 4.5.

Organisation. In a RCS system the number of nodes and their layering are estab-
lished at design time, so they correspond to the system’s real structure and do not
change during operation. However, the connections between nodes for a mission, that
is, the command tree structure, is determined by the system itself at runtime. Since the
command tree hold for long periods of time —a mission or a task— it corresponds to
the hypothetic structure, allowing the system to adapt to different missions.

Encapsulation. RCS encapsulates control according to the abstraction level in nodes.
The architecture comes with an engineering methodology to systematically ad- dress
the encapsulation of control and cognitive functions. Interfaces between nodes are
clearly defined: bottom-up through SP modules and top-down through BG modules.

Self is the key aspect that RCS fails to address, in an otherwise suitable architecture
to develop cognitive controllers. The absence of explicit representation of lifetime
objectives and the lack of self-modelling prevent a system built with RCS from being
able to monitor its own operation and reconfigure it at the functional level.
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Chapter 6

Model-based Self-Aware
Cognitive Control

If we view the development of this thesis as an engineering process, so far we have
presented the results corresponding to the analysis phase. We have studied the extant
solutions related to the problem of building autonomous self-aware control systems,
and we have characterised the problem with the theoretical framework we have com-
piled. Now we shall introduce the solution designed for the building of self-aware
autonomous systems. This chapter presents the main thesis of this work. The first
section discusses the basic ideas and principles from which we have departed, before
discussing our solution in the central section. It is described at an abstract level here,
stated as a set of first principles. To conclude this core chapter, a global overview of
the methodological path we have followed for the engineering realisation of the thesis
is outlined in the final section.

6.1 Guidelines for Developing Autonomous Systems

This work is deeply rooted in the ASys vision for the development of technology for
building autonomous systems. In this section we will present the basic ideas that have
been developed into the solution that this thesis proposes for the construction of self-
aware autonomous systems.

The underlying ideas of the ASys vision have already been presented in the moti-
vation of this work (section 2.1.2), and can be synthetised in the following statement:

It is possible to engineer any-level autonomy systems using cog-
nitive control loops.

Let us now discuss in more detail the core aspects of ASys concerning the design
of the autonomous system that this thesis addresses. Those other ASys’ aspects that
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relate to the engineering methodology of this work will be treated in section 6.3 of this
chapter.

6.1.1 Self-engineering for autonomy

Considering the adaptivity challenge for the control engineering of autonomous sys-
tems presented in chapter 1, there is a need to design the autonomous system (plant
plus controller) so that it is capable of directly addressing the mission objectives —the
desires in the mind of the customer or the functionality the control engineer designs
for. The ASys system, in order to do this may be in the need of re-designing, re-
building itself, now at runtime, to adapt to the new circumstances. In ASys, this may
be not just self-configuration or self-tuning; this may be indeed self-engineering.

The claim of the ASys approach is thus that to achieve robust autonomy it is nec-
essary to:

Break the engineering/runtime gap.

The scenario that ASys addresses goes beyond the current standard engineering
life-cycle, and is stated as autonomy engineering. It can be defined in crosscutting
terms: given the user needs (electricity availability, etc.) design the overall system
(plant plus control) that keeps fulfiling the needs embracing unexpected change.

What this necessarily implies is that what is kept as target setpoint for the auton-
omy loop (see 6.1 later) is not the system as structure but the system as set of processes
that render a function. So the objective of artificial autonomy is not self-sustainment of
systems but self-sustainment of functions. The vision of a seamless engineering pro-
cess for autonomous systems captures this capability by embedding into the system
the very engineering mechanisms used in its construction.

Artificial autonomous systems are self-engineered systems.

In the standard control engineering scenario, the engineering/runtime gap in a con-
trol system implies that unforeseen environmental conditions —i.e. out of design
range disturbances— can render the control law, which was fixed at design-time, no
longer applicable. Disturbances from within the system itself may also critically ham-
per its operation. Broadening these adverse conditions is the well-known domain of
self-tuning, robust, adaptive or fault-tolerant control. In complex, technical, multi-
authority systems-of-systems conditions are even harder.

In ASys, a self-engineered control system is a controller augmented with a meta-
control loop: it not only maintains a reference set-point for a variable in the environ-
ment —the basic control loop—, but it also maintains the very control function that
achieves that, even in the presence of the unexpected.

Self-engineered systems realise a teleological process towards a specified function
so, in a sense, function is the setpoint or reference injected in an autonomous con-
troller. These systems will embed the capabilities of design-time engineers for their
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runtime operation. Obviously the engineering competence requires high-level cogni-
tive performance.

Many efforts have focused on the automation of systems analysis and design tasks.
Some of them have been discussed in this dissertation (e.g. in sections 3.3.2 and 3.2.1).
There even exist those advancing in the ASys’ line to break the design/runtime gap,
for example the fault-tolerant control techniques discussed in section 3.5.

Notwithstanding, these extant solutions typically comprise algorithms that rely on
a model of the system that is: i) domain dependent —e.g. MFM for the control of
processes—, therefore it is not of general applicability, and/or ii) partial —e.g. failure
model in fault-tolerant control, which is limited to fault information—, and thus the
scope of applicability is usually limited.

ASys proposes to generalise the control strategy so as to address any domain, in the
original sense of cybernetics and the early years of AI. This cross-domain applicability
intended, together with the high competences required for self-engineering, are the
reasons for seeking solutions amongst the techniques of AI and cognitive systems
to implement an intelligent controller, capable of embedding the required high-level
cognitive competences.

6.1.2 Model-based Cognitive Control

From the original objective of building systems capable of general intelligence [151],
Artificial Intelligence has spread into a pletora of subfields, depending on the for-
malism chosen to encode knowledge. This has rendered many of the technologies
developed of limited applicability, since these encoding formalisms are better suited
for some domains rather than others.

ASys’ seek for generality and robustness has determined the decision to look for
an architectural approach to intelligence, rather than an algorithmic one. This more
hollistic and general strategy is also the target of the field of cognitive architectures,
whose more relevant advances have been discussed in section 5.3. Much in line with
many of these research efforts, but even closer to cybernetics, ASys explores a bio-
inspired approach studying the principles of natural cognition.

From its control engineering perspective, ASys considers cognition as the exploita-
tion of knowledge —i.e. models— to realize control. We claim that we can equate
knowledge and models. Departing from the basic principle: a system is said to be
cognitive if it exploits models of other systems in their interaction with them, we have
started building up the ASys principled approach to cognition and consciousness, pub-
lished in [134]. This way, these principles prescribe a set of architectural traits for
cognitive systems.

The first principles frame the behaviour of a cognitive system in a modelling per-
spective:

Principle 1: Model-based cognition — A cognitive system exploits models of other
systems in their interaction with them.
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Principle 2: Model isomorphism — An embodied, situated, cognitive system is as
good as its internalized models are.

Principle 3: Anticipatory behavior — Except in degenerate cases, maximal timely
performance is achieved using predictive models.

Principle 4: Unified cognitive action generation — Generating action based on an
unified model of task, environment and self is the way for performance maximization.

Principle 5: Model-driven perception — Perception is the continuous update of the
integrated models used by the agent in a model-based cognitive control architecture
by means of real-time sensory information.

Autonomous systems have directiveness, as explained in section 4.3: their be-
haviour is oriented to the prosecution of some objectives, i.e. the task. In a cognitive
system, action steams from the evaluation of the state of affairs, as estimated in the
updated model, in terms of the objectives. This value is thus the meaning that for the
system has its knowledge (the models), rendering it aware:

Principle 6: System awareness — A system is aware if it is continuously perceiving
and generating meaning from the continuously updated models.

Awareness can be used to direct the system processes so as to be more efficient.
This puts attention, as understood in natural and bio-inspired systems, in our mod-
elling perspective [68]:

Principle 71: System attention — Attentional mechanisms allocate both physical and
cognitive resources for system perceptive and modelling processes so as to maximise
performance.

Self-awareness

In the above conceptualisation of cognition, we claim from our model-based position
that a system is self-aware or conscious when the model that is being continuously
updated and producing meaning includes a sub-model of the cognitive system itself.

Principle 8: System Self-awareness/consciousness — A system is conscious if it is
continuously generating meaning from continuously updated self-models.

The self-model allows conscious systems to introspect and reflect on how their
own actions produce value, being able to give meaning to them. In section 3.1 we
already discussed the basic properties attributed to self-aware systems.

As can easily be inferred from the model-based approach to cognition in ASys,
the models a system exploits for operating are what critically determines its possibili-
ties. When coming to artificial systems, there is a big difference between the (design)
models that engineers use to build a technical artifact and the (run-time) models that
some extant systems capable to some extent of reflection may use during their op-
eration. The use of the design models, developed at engineering time, as run-time
self-models will break the design-time/run-time divide and leverage the full potential
of model-driven development [17].
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6.1.3 Baseline principles for the engineering of autonomous sys-
tems

So far we have presented the ASys vision that is the basement of this work: section
6.1.1 regarding the requirements for the engineering of more autonomous technical
systems, and section 6.1.2 presenting a principled roadmap for building autonomy by
giving cognitive competences to the system. Let us now assemble these ideas into the
following design principles to address the development of autonomous systems:

• Metacontrol: Teleological robustness —the stubborn prosecution of mission
goals— is achieved by control loops to reject disturbances. When these can hap-
pen in the control systems themselves we need metacontrollers to reject these
disturbances [83] by modifying the controllers and this way maintain their func-
tion.

• Model-based cognitive control: Cognition is our core competence to develop
into autonomous systems; in the ASys perspective a cognitive control loop is
based on the exploitation of explicit models of the system under control [37].

• Break the run-time divide: Using design models from the engineering of the
system as run-time self-models will break the design-time/run-time divide, and
would allow for self-engineering systems.

This thesis proposes and realises a solution to reify these principles. The next sec-
tion presents the central ideas of this solution. Its development into a complete design
solution will be addressed in the following chapters of this part of the dissertation. The
final section of this chapter provides a global perspective of the methodology followed
in this engineering development of the thesis.

6.2 Thesis

Once we have already presented the principles to guide the development of autonomous
systems to which this work adheres, from the model-based approach to cognition to
the relation between self-awareness and the exploitation of explicit self-models, we
are in position to propose an answer to the question addressed by this thesis and raised
in section 2.3:

How can we enhance systems with self-aware capabilities so as
to robustly improve their autonomy?

In a controlled plant, a human engineer or operator is responsible for “controlling”
the control system, adapting and reconfiguring it if demanded by the circumstances
(remember section 1.1.3). We propose to add another controller, a metacontroller,
to the control schema, devoted to adapt the conventional controller to disturbances
falling beyond its limits. A conventional controller operates according to a model
of the plant based on quantities of the plant. The metacontroller will use, instead of
these quantities, a model that captures the architecture of the system in terms of its
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components and functions, to adapt this functional architecture in order to achieve the
desired behaviour.

In the terminology presented in chapter 4, the meta-control reconfigures the organ-
isation of the control system in order to adapt it to unforeseen disturbances affecting
its directiveness, and does so by exploiting a functional model of the system. We can
then say that the complete control system possesses self-aware capabilities, since it
uses an internal representation of itself to guide its behaviour for adaptation.

We have structured and detailed this answer in the following three postulates:

I. Functional Metacontroller: A robust autonomous system shall control its func-
tion. If we want a system to robustly realise a certain goal or set point in the presence
of disturbances, control theory tells us to close a loop on the variable the goal refers
to, by sensing those accessible variables from which the value of the desired one can
be inferred, and acting on those that influence that value. In the case of an autonomous
system, our objective as designers is that the system robustly provides the function-
ality required —i.e. a certain behaviour—, even in the presence of disturbances such
as unforeseen environmental conditions or internal faults. To realise that meta-control
purpose, stated in ASys principle I, we propose to close a functional loop between
the control system and the metacontroller. This can be achieved by a control loop
that takes as reference the functionality required, and senses and actuates on the sys-
tem’s structure, which is what determines its behaviour. Therefore the proposed meta-
control operates in the domain of the function and structure of autonomous systems.
Putting it in terms of our theoretical framework: to engineer a system with maximal
directiveness we shall close a control loop in the system at the functional level, by
having it operating on its own structure at run-time. This “functional” meta-controller
is the proposal of this thesis regarding the metacontrol principle.

II. Transforming system engineering models into run-time knowledge. If we
want to close a control loop on the system’s functionality, we need a model of it.
In the case of the design of a regular control loop, the model of the plant is obtained
from the real plant in a modelling effort by the control designer. In the case of de-
signing the meta-control loop on the functionality of an engineered system, on the
contrary, the engineering models that capture the functional architecture of the sys-
tem are usually developed before the system itself, they are prescriptive: the system is
built according to them. The “functional meta-controller” is to be designed from these
models. Given the difficulty of translating them into a mathematical formulation, such
as that of linear systems, suitable for directly obtaining the controller by control design
techniques, we propose to follow the ASys model-based cognitive control principle II
and convert these models into another explicit formulation, suitable to be used by the
“functional meta-controller” at run-time. This would prove a solution to breaking the
design/runtime gap (ASys principle III). The prescriptive nature of the engineering
models of the system represents also another advantage for the meta-control designer:
modelling errors are inexistent, or at least can be minimized, and the functional meta-
control has to deal “only” with the disturbances at run-time.
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Figure 6.1: Analogy between control strategies and the engineering of autonomous systems.
The classical engineering process, with a gap in between engineering and run-time phases,
makes it impossible for the system to cope with situations not considered during engineering, in
the same way as any disturbance invalidates open-loop control 6.1a. Our metacontrol proposal
is a solution for the ASys autonomy-loop shown in 6.1d: a control loop is closed on the func-
tional requirements of the system, so a re-design of the organisation of the system is performed
continuously for adaptation, merging the engineering and run-time phases.
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III. Control the function by controlling its realisation. Formalising it according
to our theoretical framework: for controlling the system organisation to maximise its
directiveness we propose to decouple the functional and realisation views, assigning a
control loop to each. This way we propose a meta-controller design consisting of two
nested loops. The outer one shall maintain the system functionality by performing
a regulation control. It will sense the organisational state of the system and it will
estimate the functional status of the system, evaluating it according to the required
functionality. This way the systems becomes self-aware in our sense.

This loop will produce as its control action the organisational specification that
grounds the functions required to maintain the system’s functionality. The inner loop
would receive that specified organisation as the reference, and will perform a servo-
control to configure the system according to it.

6.3 Engineering Roadmap

In order to realise the previous postulates for the building of self-aware autonomous
systems, we have followed the ASys engineering strategy, centered around the ex-
ploitation of reusable assets over architectures defined by means of design patterns
[127]. This has enforced the generality sought for the solution designed, and also the
re-usability of the assets produced for its application to the engineering of autonomous
systems.

6.3.1 A Pattern-based Strategy

The postulates stated in this chapter propose a path towards an eventual design solu-
tion for self-aware autonomous systems, still to be fleshed out. Following the ASys
vision, we have elaborated this solution in the form of design patterns. As discussed
in 3.4, patterns provide a formal way of capturing design knowledge, by abstracting
the general schema of a solution for a recurring problem in a given domain.

The next chapter will describe the patterns that develop the postulates presented
in this chapter and the ASys’ principles into fully usable design knowledge for au-
tonomous systems. These patterns furnish for abstract schemas we can apply to shape
a design so that it presents the desired traits. They are design chunks or tools that we
have used to hammer a concrete design solution in the form of an architecture model.

6.3.2 Architectural Solution: a Reference Architecture

We motivated in sections 2.1.3 and 2.2.2 our orientation to develop a solution for self-
awareness at the architectural level. This architectural approach has led us to develop
our solution in the form of a reference architecture. As it has been explained in page
26, a reference architecture defines a template for the architectures of systems in a
domain.
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Let us further justify the architectural approach we have chosen to solve the prob-
lem. If we are to follow the previous thesis’ statements in order to design systems
with improved robust autonomy, we have to be careful to maintain generality and not
to develop a specific algorithmic-based solution applicable only to a certain kind of
systems, for example those for which a mathematical linear model can be obtained.
The architectural approach helps us in that respect.

6.3.3 Engineering Solution

To summarize the roadmap we have followed in the realisation of this work: we have
elaborated a framework for the development of self-aware autonomous systems, by
applying a progressive refinement from abstract principles to a concrete cross-domain
architecture.

The conceptual and methodological path to this framework, which we have called
the OM Architecture Framework, is depicted in figure 6.2. From left to right: the prin-
cipled approach to model-based cognition and self-awareness for autonomy, discussed
in this chapter, has been captured as a set of design patterns; they have been applied to
synthesize the OM Architecture, composed of a reference architecture, a metamodel
and an engineering methodology, which includes a Java implementation of the con-
trol architecture; finally, the framework has been validated in the implementation the
control architecture of a mobile robot.

This part III of the dissertation deals with the core assets developed in this work:
the OM Architectural Framework. In this chapter 6.2 the postulates of the thesis have
been presented, refining the ASys principles for the design of controllers for self-
aware autonomous systems. Chapter 7 is devoted to the design pattern that reify our
principles, while chapter 9 describes the OM Architecture we have developed with the
aid of these patterns. Part IV of the dissertation discusses the engineering application
of the framework, defining an engineering methodology and detailing its application
in the development of the robotic testbed with it.
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Chapter 7

Design Patterns for Self-Aware
Autonomous Systems

In this work we have followed a pattern-based design strategy. This chapter describes
the core patterns that formalise the design solutions developed to address the engineer-
ing principles stated in the thesis. The opening introduction discusses the common
rationale and context behind these patterns. In section 7.2 we present the Epistemic
Control Loop pattern, which reifies the ASys principle for Model-based cognitive con-
trollers. Section 7.3 describes the MetaControl pattern for the design of control sys-
tems with self-aware capabilities, while section 7.4 discusses the Deep Model Reflec-
tion pattern, which allows to engineer systems that use engineering design knowledge
during their operation. Each of these sections follows the schema proposed in section
3.4.2 to describe its corresponding pattern.

7.1 Design Patterns for Self-Aware Autonomous Sys-
tems

As it has been already explained in 6.3, this thesis follows a principled, pattern-based
architectural approach to provide a solution for building self-aware autonomous sys-
tems. Therefore, the postulates stated in this thesis, together with the ASys principles
they advance, have been developed as a set of patterns. These patterns encompass not
only the design of autonomous systems at the architecture level, but some also provide
a solution affecting the development process of these systems.

Table 7.1 summarizes this set of four core patterns that will be discussed through-
out the chapter.
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Table 7.1: Four Design Patterns for Self-Aware Autonomous Systems.

Acronym Name Content

ECL Epistemic Control Loop
To exploit explicit models to perform a
control loop.

MC MetaControl
A controller that has another controller
as its controlled plant.

DMR Deep Model Reflection
To use the system engineering model as
self-representation.

FSM Functional/Structural Metacontrol
To control the function by re-
configuring the structure.

7.1.1 Pattern Schema

The patterns that have been developed will be described using a pattern schema (see
page 57) based on that proposed by Sanz et al. in [126] in the context of ASys for
the capture and documentation of design patterns in the domain of complex intelligent
controllers. We have modified and adapted its sections to better suit the objective here
of describing novel design ideas.

Below we briefly describe the different sections of this schema we will be using.
Not all sections of them are equally applicable to all the patterns.

Introduction presents an introductory rationale for the pattern.

Name The name of the pattern. Names are important if things named are going
to be reused, inter-changed and discussed. Their name should be simple
but with a clear relation with the pattern itself.

Aliases Patterns are usually not new; most of them were employed for a long
time using different names for them.

Context Contextual information regarding the circumstances of application of
the pattern: a design situation giving rise to a design problem.

Related with Other patterns related with this one, by structure, by way of use
or —very important— because they are applied at the same time to a sys-
tem. Some typical related patterns are: inbound patterns —higher-level
patterns that can benefit from this one— and outbound patterns —lower-
level patterns that can help implementing this one.

Example The example provides a sample framework of application of the pat-
tern. This section identifies a possible use of the pattern in a real situation.

Core is the main part of the pattern.

Problem The problem the pattern tries to solve.

Problem Statement Essential problem statement.
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7.1. Design Patterns for Self-Aware Autonomous Systems

Forces The competing factors that make the decision of the system archi-
tect difficult: requirements, desired properties, constraints. . .

Solution What the pattern does. What type of solution it provides. The core of
the solution.

Solution Principle stated as an instruction emphasizing the general solu-
tion principle.

Description A stepwise description of the structure of the solution and
an outline of its behaviour, which can be organised in the following
subsections:

Structure Architectural description of the pattern. Roles and rela-
tions between roles. It is usually a diagram. It includes a descrip-
tion of all the roles that appear in the pattern.

Dynamics How system activity happens. Sequences of role activa-
tion. It is important to note that adequate documentation tools are
critical for this section. Message sequence charts or finite state
machines are common tools for this work but there are many other
alternatives like for example use case maps that are very suitable
to high level dynamics description.

Appropriate diagrams should accompany both types of description of
the solution

Detailed considerations of the solution All subsequent paragraphs explain the solu-
tion and its implications in more depth.

Consequences Implications derived from the use of the pattern in an appli-
cation. Both unavoidable consequences (desirable or not) and those that
should be stressed by the system designer.

Implementation Practical issues regarding the put on practice of the pattern to
a real situation.

Example application Issues regarding the application of the pattern to the frame-
work presented in the example section at the introduction.

Variants Common modifications to the basic pattern structure. Similar patterns
with deviations from the solution provided by the present one.

Similar patterns extant patterns or solution templates that tackle the same prob-
lem in a similar vein.

References Bibliographic references for the pattern.

7.1.2 Context

In relation to this schema, the proposed patterns share a common context, which has al-
ready been thoroughly discussed in former chapters of the dissertation. Let us resume
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it here to adhere to the pattern schema and not repeat it for every pattern, although the
context section will still be present to comment specific aspects of each one of them.

The context for the previous design patterns is the development of robust control
architectures for autonomous systems, in the current scenario of increasing complexity
and interconnection of technical systems, with need of augmented dependability. The
design strategy for these systems has to address not only the problem of the uncertainty
in the environment, but also of the uncertainty arising from the systems themselves,
due to faults, unforeseen, emergent behaviour resulting from the interplay of their
components, or their connection with other systems [85]. More traditional approaches
such as fault-tolerance based on redundancy are too expensive and not efficient. The
universality of the problem demands a general approach rather than specific solutions
for certain applications, which are difficult to transfer to other domains.

7.2 Epistemic Control Loop (ECL)

This section describes the design pattern we have developed in this work to reify the
ASys principle of model-based cognitive control.

Related patterns The ECL pattern is rooted in well established control schemas:
feedback control [127], already presented in section 3.4.4, model-based predictive
control [115] or model-based control [153].

Inbound patterns The ECL pattern is intended for the design of complex con-
trol systems, for example it can be applied to design the computer-based controller as
defined in the Computer Control pattern discussed in [157].

Outbound patterns The ECL Pattern Framework comprises a set of patterns for
the design of the elements in the ECL, conforming to a pattern language. It is a work
under development in the context of ASys, some of its results will be presented in
chapter 9.

7.2.1 Introduction

Context/Rationale

As discussed in the overall context for the patterns presented in 7.1.2, current con-
trol systems face increasing demands on functionality and autonomy. Therefore con-
trollers are becoming increasingly complex. Control engineers face the challenge of
incorporating more cognitive capabilities in the design of controllers, in order to ad-
dress these demands, while maintaining a high level of dependability. General solu-
tions befitting any application domain are sought, rather than specific approaches of
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limited applicability that are hardly scalable. Solutions at the architectural level of the
control system seem to be most desirable in this context.

Example

Consider the design of the control system for an unmanned ground vehicle applica-
tion. A standard mobile robot platform —i.e. the plant—, equipped with a range
laser sensor and odometry, is to be controlled so that it navigates to any location it is
commanded in an indoor office-like environment.

Several alternatives to implement the control system are available, including well
established techniques for SLAM, and planning algorithms and 2D movement control.
These techniques rely on their specific model of the problem: occupancy grid maps,
differential equations, etc.

7.2.2 Core

Problem

The ECL Pattern addresses the reification of the ASys’ principle for Model-based
cognitive control (109).

Problem statement – Design a control loop that uses an explicit model of the plant,
so that all the knowledge exploited by the controller to generate action is centralised in
such model. The explicitness of the knowledge in the model shall therefore allow for
the decoupling of the different operations performed around it. This way, different al-
gorithms and techniques could be used for each operation, and the resulting controller
would be scalable so that new ones can be incorporated without modifying the rest of
the operations.

Forces – a) Control algorithms determine the representation of the knowledge they
use —i.e. the model—, encompassing all the activities in the control cycle: sensing,
evaluation with the reference setpoint or action generation. b) These basic activities in
the control process are sometimes not clearly separated in control algorithms, making
more difficult the scalability of the controller for incorporating new algorithms for
each of these activities.

Solution

Solution principle – The Epistemic Control Loop pattern prescribes the basics of
the structure and behaviour of a control loop that exploits explicit plant knowledge
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—i.e. the model of the plant— in the performance of situated action. The ECL es-
tablishes an explicit separation of the operations in the loop, centered around the ex-
ploitation of the information contained in the model. This way the Epistemic Control
Loop pattern structures the loop into elements according to the activities developed in
a cognitive control system [130]: perception, evaluation, thinking and action genera-
tion or control. Figure 7.1 shows this separation of concerns in the basic architectural
elements or roles in an ECL.

The control loop operates at a certain level of resolution given by the model that
constitutes the heart of its operation.

This loop is a more abstract version of that defined by the Feedback pattern in
classical control [127]. Here signals conveying continuous or discrete variables are
generalised to informational flows.

Cyber

ECL
Controller

Physical

Plant

Perception

Think

Evaluation

Actuators

Control

goal

Sensors

Model

sensory
input

action
command          

Figure 7.1: The Epistemic Control Loop Pattern structure. Arrows show struc-
tural connections between roles, with the arrow head indicating the direction of
the data-flow, whereas dashed line arrows show the basic flow of information
that leads to action generation.
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Structure – The ECL pattern prescribes a general architecture for the control loop,
from now on named the control or ECL unit, defining both its external connections to
other elements of the system and its internal organization.

External view An ECL control unit has three basic informational flows to other
units or elements in the system: sensory flow, goal, action command.

The sensory input flow consists of signals from sensors conveying information
about the sensed variables. Sensors do not usually directly measure the state of the
plant as the ECL model represents it, but rather quantities related to that state. Sensors
convert those quantities into conceptual. The sensory flow consists of those conceptual
quantities, from which a representation of the plant state can be obtained through a
perceptive process.

The goal is an input informational flow consisting of the reference or setpoint for
the controller, its objective according to our theoretical framework.

The action command is the control action that is outputted to the actuators. It may
consist of several commands.

Internal organization. The ECL pattern proposes an structural separation of
activities which are otherwise not very different from those that could be found in
other control patterns, although maybe implicit, whereas the ECL explicits them in the
structure of the control unit. This way, four basic activities are performed around the
Model, which is the core element of the control unit: Perception, Evaluation, Control
and Thinking.

All application and domain specific knowledge an ECL controller uses is con-
tained in the Model. This means that information about the concrete application is
included in the model: regarding the physical plant and environment —f.g. differ-
ential equation model of the plant, noise models of the sensors, available commands
in the actuators and their expected consequences in the plant— and also concerning
the mission —reference setpoints, constraints—. But moreover, domain knowledge
is also included in the model; this comprises algorithms for obtaining the state of the
plant from sensory observations, control action from that state, etc. The Model must
be accessed and manipulated explicitly, so it can be designed using for example the
Database Management System pattern from the computer science domain.

The Perception element in ECL encompasses the processing of the sensory input
from the Sensors to update the estimation of the plant state in the Model. This process
may also use information of the previous state, the sensor model, etc., contained in the
Model. It can also drive the sensors.

The Evaluation process evaluates the estimated state in relation with the current
goal. An example of the result of this evaluation is the error signal of classical closed-
loop control.
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The Control is responsible for generating proper actions by using the evaluation
result, the information about possible actions contained in the Model, and any available
knowledge, for example about planning issues. This action is sent to the Actuators as
the action command.

The Think process includes additional reasoning activities operating on the Model,
e.g. to improve the state estimation, together with any operations that involve the
manipulation of knowledge, such as prediction, in which potential future states are
produced and evaluated for planning purposes.

Dynamics – The ECL defines a cyclic operation for the control unit in which each
cycle follows the perceive-reason-act sequence. However the Model serves as a de-
coupling element that prevents the blocking of the operation caused by a failure in
any of the steps. The Perception process in ECL corresponds to the first step and may
include other reasoning operations as described previously. The Evaluation process
then generates value from the current estimated state in the Model. In the last phase of
the loop the Controller produces the most appropriate action based on the information
available from the evaluation.

7.2.3 Detailed Considerations

Consequences

The Model contains both the instantaneous state of the plant and more permanent
general knowledge about it. It is the explicitness of this last static knowledge that
differentiates the ECL from other control patterns. In these other cases, the static
knowledge —i.e. the plant model—, which is application dependant, is supposed to
be fixed and embedded in the controller together with the control algorithm, so it is not
possible to change or incorporate an element to the control schema without entirely
re-implementing it. With an explicit model bearing all the information used in the
different elements of the control, the ECL design allows for changing the algorithm of
any element of the control, or incorporating a new one, without modifying the rest.

Implementation

Having the application and domain knowledge explicit means that a model for the
domain must be developed, whose metamodel must be the model of the implemented
architecture for the ECL unit.

References

RCS The ECL pattern is heavily inspired by the RCS node presented in section 5.3.2.
The RCS (Real-time Control System) node [3] defines similar functions that are re-
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quired in a real-time intelligent control unit. However, the ECL pattern does not in-
clude hierarchical organisation, as specified in RCS. Perception and action hierarchies
will result from the application of other patterns to the inter connection of ECL units.

PEIS The PEIS (Physically Embedded Intelligent System) loop [123] also consid-
ers the aggregation of distributed control components with different functionalities.

OODA Boyd’s OODA Loop (Observe, Orient, Decide, and Act) [59, 107] is a
concept originally applied to the combat operations process, often at the strategic level
in the military operations1. It is now also often applied to understand commercial
operations and learning processes.

7.3 MetaControl (MC)

Aliases – Meta Architecture (HUMANOBS project), Reflection

7.3.1 Introduction

Context/Rationale2

Nowadays many control systems are not anymore simple, isolated PID-like controllers.
They are complex software-intensive systems, composed of many interacting ele-
ments. These controllers implement sophisticated control functionalities in their ap-
plication domains: from navigation capabilities in unmanned vehicles, to optimization
of production in chemical plants. Additionally, increased levels of dependability and
autonomy are demanded. Unforeseen environmental conditions and internal uncer-
tainty are disturbances that threaten the autonomous and reliable operation of these
control systems.

7.3.2 Core

Problem

The MetaControl pattern addresses the Metacontrol postulate of this thesis stated on
page 112.

Problem statement The MetaControl pattern addresses the problem of designing
control systems that are capable of self-adaptation to maintain their functionality, even
in the presence of disturbances both external —changes in environmental conditions—
and internal —faults, unexpected behaviour.

1The concept was developed by military strategist and USAF Colonel John Boyd. More information can
be found at http://en.wikipedia.org/wiki/OODA_Loop

2specific to this pattern, in addition to the general context and rationale introduced in page 119
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Forces a) Unforeseen environmental conditions can made a control system misbe-
have. b) Internal faults cause malfunction of the control system

Solution

Solution principle – MC proposes a separation of concerns in the control system
in between providing the control functionality in the domain, and providing the capa-
bility to adapt that control. For this second concern the control approach will also be
used, therefore having a control loop controlling the controller.

This separation will be translated to the structure of the control system, which will
therefore be divided into two subsystems: the Domain Subsystem, which consists of
the traditional control subsystem responsible for sensing and acting on the plant so
as to achieve the domain goal given to the system —e.g. move the mobile robot to a
certain location, grab a certain object with a robotic hand. . . —; and the Metacontrol
Subsystem, which is a control system whose plant is in turn the Domain Subsystem,
and whose goal is the system’s requirements.

Structure – According to the MetaControl pattern the two subsystems in which the
control system is to be divided operate in different domains: the Domain Subsystem
and the Metacontrol Subsystem.

The Domain Subsystem (DS) operates in the application domain. The DS can be
patterned after any usual reference architecture for control: it achieves the application
goals taking them as its control setpoint, and sensing and executing appropriate action
over the plant. The Domain Subsystem could be from a simple PID controller to the
navigation architecture proposed in [93] for a mobile robot.

The pattern imposes some requirements on the architecture of the Domain Sub-
system:

In relation to its internal structure, the Domain Subsystem’s architecture must be
modular. That is, it has to be made of components connected through well defined in-
terfaces. This modular structure shall have some redundancy, not necessarily physical
but maybe analytical [21], in order to provide for reconfiguration opportunities.

Concerning the externally exposed interface:

• the implementation of the DS has to provide a monitoring infrastructure, pro-
viding data at run-time about the processes and elements realising its control
function.

• the implementation platform shall yield mechanisms for reconfiguration, in-
cluding the possibility to modify the internals of the components —e.g. chang-
ing the value of their parameters— and their externals: deactivating or eliminat-
ing components, instantiating new instances, or changing their connectivity.

The Metacontroller Subsystem (MS) can be patterned after any control architec-
ture, with no additional constraints on its internals. Its reference setpoint will be the
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Figure 7.2: The structure proposed by the MetaControl
Pattern.

functional requirements imposed at design to the Domain Subsystem. The MS will
connect to the DS through an interface including:

• the monitoring about the DS, as the sensing input to the MS,

• the reconfiguration mechanisms, serviced by the DS the control action made
available to the MS.

Dynamics – The Metacontroller controls the Domain subsystem by changing its
structure, and hence its dynamic behaviour. An action from the MS can completely
change the dynamics of the DS. Therefore, to maintain the stability of the controlled
system composed of DS plus Plant, the MS shall operate at a much slower frequency
than the system.

7.3.3 Detailed Considerations

Consequences

Some important issues must be considered regarding the dynamical coupling of MS
and DS.

The MS must filter with special care any high frequency noise in the monitoring
data: it is not desirable that a rare, transient non-critical fault in a component of the DS
may cause an action from the MS that completely reconfigures the Domain Subsystem.
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The transitory dynamics of the DS whenever the MS performs an action over it are
also important. Attention has to be paid so that this transient does not also destabilise
the DS + Plant system. Atomicity in the reconfiguration actions, during which the
actions of the DS over the Plant may be halted, could be used.

Variants

Several control schemas proposing an adaptation mechanism for the controller have
been put forward; they can be considered variants of the MetaControl pattern to some
extent. Some of the more relevant in the control literature are: Model-based Adaptive
Control, Reference Model Adaptive Control. A more recent variant in the field of
Fault-tolerant systems is the schema proposed by Blanke et al. in [21] for Fault-
tolerant control.

References

The separation of the domain control and the meta-control is at the core of AERA, the
architecture for autonomous agents developed in the HUMANOBS project3.

The issue of metacontrol is also discussed in relation to the reconfiguration of
control systems in [42].

7.4 Deep Model Reflection (DMR)

7.4.1 Introduction

Context/Rationale

The context for this design pattern is the gap between the engineering and runtime
phases of an autonomous system, discussed in section 6.1.1. Summarising it here, the
standard engineering of a control system fixes as frozen its capabilities to deal with un-
certainties. The resulting system cannot therefore cope at runtime with circumstances
not considered during design. However, there was engineering knowledge available at
that former phase that could be useful to give a solution for those unexpected circum-
stances. Autonomous systems could then greatly benefit if they were designed so that
the engineering knowledge could be applied at run-time.

3HUMANOBS (Humanoids the Learn Socio-Communicative Skills by Imitation) is an European project
funded by the FP7 program. More info at www.humanobs.org
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7.4.2 Core

Problem

The Deep Model Reflection pattern addresses the second postulate of this thesis:

Transforming system engineering models into run-time knowledge.

Problem statement – This pattern addresses the problem of how to use the engineer-
ing models of a control system as a self-representation, so that the system can exploit
it at run-time to adapt its configuration and thus maintain its operation converging to
its requirements.

Forces – a) The engineering models of a system contain valuable information that
could be exploited at run-time. b) Engineering models can be interpreted only by
domain engineers.

Solution

The Deep Model Reflection pattern proposes a solution not at the level of the system’s
design, but at the level of the engineering process and accompanying framework for
it.

Solution principle – The Deep Model Reflection pattern proposes to develop a
metamodel capable of explicitly capturing both the static engineering knowledge about
the system’s architecture and functional design, and the instantaneous state of reali-
sation of that design. This Functional Metamodel has to be machine readable to be
usable by a model-based controller.

Besides, a transformation model from the design languages, used to model the
system during engineering to this metamodel, shall be feasible, in order to generate the
Run-time Model of the system to be exploited during operation from the Engineering
Model of it.

7.4.3 Detailed Considerations

In order to economize efforts, a single engineering model is desirable. Otherwise,
several transformations should be developed for every relevant model of the system
—functional, electrical, mechanical—, and a careful integration to unite the results
into a consistent and coherent run-time model would be needed.

The metamodel (FM) to which the Run-time model has to adhere to be exploitable
for online system self-reconfiguration shall comply with more complex and detailed
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Figure 7.3: The roles involved in the Deep Model Reflection Pattern: automatic generation of
the Run-time Model departing from the Engineering Model is possible if each one conforms to
a formal metamodel, and a transformation model between both metamodels is provided.

requirements than just being formal. A complete discussion of them, together with a
solution for the Functional Metamodel is provided in chapter 8 of this dissertation.

Consequences

The Deep Model Reflection design pattern mainly affects the engineering process of
autonomous systems. Apparently it may increase the effort in the design of such a
system: the engineering models of the system have to be converted into the runtime
model, and, moreover, an extra component in the system must be designed so as to
exploit the said model during operation (this component is out of the scope of the
present design pattern, but it is addressed by the MetaControl pattern in 7.3 and the
Epistemic Control Loop pattern in 7.2). However, if the appropriate methodology and
toolset are available, the extra effort can be minimal. Specifically, a Model-Driven
Engineering approach can be used to develop the system, thus naturally producing a
single, unified engineering model of the system as a result of the design phase. SysML
is the most suitable option for the language of that model, bringing also the possibility
of an automatic transformation into the runtime model. This is so because SysML has
a formal metamodel (MOF).

Implementation

The implementation of the DMR requires the following actions:

• Provision of a Functional Metamodel, which could be one already available.

• Application of a strict Model-Driven Engineering methodology to design the
system, using a single design language to model the system (e.g. UML or
SysML).
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• Provision of a transformation model from the design language to the Functional
Metamodel.

Once the former elements have been incorporated to the engineering methodology
and toolset, the DMR pattern will display in the design phase of a concrete autonomous
system:

• the modelling of the system during design will produce a complete Engineering
model as a result of the strict application of MDE.

• the Run-time model is automatically generated by transformation of the Engi-
neering Model.

Example Application

The DMR has been applied in the Reference Architecture and accompanying frame-
work developed in this thesis work. As a core result, the Functions and Components
Metamodel has been developed as a core asset (see chapter 8), to provide for the DMR
Functional Metamodel. Additionally, UML was selected as the Design Language for
the development of autonomous systems, and a transformation model from UML to
the Functions and Components metamodel has been specified as a set of rules. Chap-
ter 10 about engineering autonomous systems with the OM Framework shows how
the Deep Model Reflection pattern has shaped the engineering framework developed
in this work.

Regarding the application to the development of a specific system, chapter 11
about the robotic testbed for this thesis describes how the engineering model for the
mobile robot was produced and transformed into the runtime model.

Variants

In the discipline of functional modelling, closely related to the process industry, sev-
eral methodologies have been proposed to obtain functional models of the plants from
the engineering models. The purpose of these functional models is to be used for di-
agnosis, analysis of abnormal situations, etc., as discussed in the state of the art about
functional modelling in section 3.3. Such approaches can be considered variants of
this Deep Model Reflection pattern. The difference is that in DMR the finally pro-
duced model is intended to be exploited by the system in order to re-engineer itself.

References

Metamodelling is a core topic in the domain of software modelling [79, 55, 13], and
functional modelling has been addressed in many disciplines, for example in the con-
trol of industrial processes [87]. A more detailed analysis of all these references was
already provided in section 3.2.
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7.5 Functional/Structural Metacontrol (FSM)

Related patterns

Inbound patterns The Functional/Structural Metacontrol pattern provides a de-
sign solution to the Metacontrol Subsystem defined in the MetaControl pattern.

Outbound patterns The OM Architecture, which will be discussed in chapter
9, defines a set of patterns and guidelines for designing a metacontroller according to
the FSM pattern.

7.5.1 Introduction

The Functional/Structural Metacontrol pattern addresses the problem of building a
self-aware metacontroller for autonomous systems. It does so by following the design
guideline of the third postulate of the thesis (page 114).

7.5.2 Core

Problem

Problem statement – Design a Metacontrol Subsystem to couple with the Domain
(control) Subsystem so that the behaviour of the complete system (Plant + Control)
fulfils the system’s requirements.

Forces – a) Environment disturbances out of the scope of the DS. b) Internal Faults
in the DS. c) changes in the system’s mission

Solution

Solution principle – Divide the Metacontroller, in two layers. The lowest one a
control loop on the structure of the Domain Subsystem, in terms of its components’
configuration, and the topmost realising a control loop on the system functions.

Structure – The lowest layer, called the Components Layer, receives as sensing the
monitoring data from the DS, a certain desired configuration of the components form-
ing the DS as its goal commanded from the upper layer, and produces the appropriate
reconfiguration commands over the DS.

The uppermost layer, called Functions Layer has as goal input the requirements of
the system. It receives as sensing from the lower Components Layer the estimated state
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Plant

Metacontrol Subsystem

Domain (control) Subsystem

Components Layer

Functions Layer

system
requirements
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desired
components 
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Figure 7.4: The two-layered feedback loop structure of
a metacontroller in the Functional Metacontrol Pattern.

133



Chapter 7 Design Patterns for Self-Aware Autonomous Systems

of the components of the DS, from which it has to observe the current functionality
rendered by the system. It then generates the DS components’ configuration that best
fulfils the system requirements in the observed circumstances, and commands it to the
lower layer.

7.5.3 Detailed Considerations

The Functional/Structural Metacontrol could be further generalised into a more gen-
eral pattern. This can be done by considering that the domain subsystem does not
need to be a controller, it can be any kind of system that can be modelled in terms of
functions.

The FSM pattern can then become the FSC: Functional/Structural Control. This
pattern describes how to divide the organisation of a function/structure controller op-
erating over a certain (domain) system. Essentially, the FSC pattern specifies how to
develop a system that can exploit the available knowledge about its functional struc-
ture to improve run-time operation by acting over this very function and structure.
Using the controller the system is able to reorganise itself to keep operation.

There are plenty of realizations of this pattern whenever structural/functional knowl-
edge is used at runtime. For example, we could consider some fault-tolerant con-
trollers as a realization of this pattern: the domain system performs a certain valuable
activity by means of some organisation -the structure- of a collection of components
-that serve the functions. The FT mechanism is able to use knowledge about this or-
ganization to re-organise the system in case of detecting a faulty component so as to
keep the service.

Example Application

The FSM pattern has been applied for the metacontrol architecture developed in this
thesis, and it is described in chapter 9.
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Chapter 8

TOMASys Functional
Metamodel

In this chapter we present TOMASys, the metamodel we have developed to support
the model of itself that an OM system will exploit for self-awareness. It presents a
functional conceptualisation of an artificial system based upon that described in the
theoretical framework of chapter 4. Along this chapter, the rationale behind the main
elements and concepts of the metamodel will be presented, and the metamodel’s de-
sign decisions will be discussed.

8.1 Rationale

The solution presented in the core of this thesis (section 6.2) intends to endow tech-
nical autonomous systems with self-awareness. It is deeply rooted in the idea of the
systematic run-time exploitation of explicit models for control purposes, presented in
section 6.1.2 and reified by the Epistemic Control Loop pattern (section 7.2).

The run-time model used by the metacontrol subsystem is therefore a key element
in the OM Architecture (figure 8.1). The Deep Model Reflection pattern discussed
in section 7.4 provides a metamodelling solution to build this model. Taking a meta-
modelling approach provides to the solution independence from both the application
domain and the specific component platform used for system’s implementation.

In this chapter we present the metamodel we have developed to apply the DMR
pattern. It is a metamodel that must be capable to model any autonomous system –
the domain subsystem–, and formal enough so that the resulting model be machine
readable and executable, that is exploitable by the metacontrol subsystem of the OM
Architecture.

In order to adhere to postulate II, so that the model shall be obtained from the
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engineering models of the system, the DRM pattern prescribes that there must exist
a model transformation from the engineering languages into the metamodel. This
has driven the formalisation chosen for the metamodel. The transformation will be
discussed in section 10.3.

According to the thesis postulate III for separating organisational and functional
concerns (page 114), the metamodel must include concepts for the explicit represen-
tation of the autonomous system’s structure and also of its function.

The aim for developing the metamodel was to elicit the minimal set of concepts
that would allow the metacontrol subsystem to reason on the impact of the system’s
current state upon its mission or objectives, in an analogous way to what a plant engi-
neer would do.

Meta-controller

Run-time 
Model

Functional 
Metamodel

conforms to

Figure 8.1: The metamodel to which the run-time model con-
forms is central to the solution developed in this work.

8.1.1 Requirements and Scope

Considering the rationale discussed above, we can synthetize the following list of
mandatory properties and requirements for our metamodel for the function and orga-
nization of an autonomous system:

• the metamodel must explicitly capture the complete knowledge about the organ-
isation and directiveness realisation of the autonomous system, separating the
ontology of the system from its teleology,

• the metamodel must be formal enough to have machine readable implementa-
tions, and

• it must be feasible to develop a transformation from the engineering description
languages used to specify the design and functionality of autonomous systems,
such as UML, to our metamodel.

In relation to the scope for the envisioned metamodel, we have limited ourselves in
the different dimensions of the problem of its construction. Regarding the core traits
of an autonomous system, we have limited our solution, to the structural aspects of the
system, given the difficulty of including dynamical aspects. Therefore the metamodel
only covers the former.
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In relation to the engineering knowledge encoded in the model of the system and
the cognitive process it supports, the metamodel provides infrastructure only for the
perception of the dynamic state of the components and the functional designs. The
knowledge about the types of components in the system and their properties, that is
the structure of the system, is supposed static ad hard-coded at development time.
The same applies to the functional designs. However, the metamodel is envisioned
to support the development of learning mechanisms that would allow the metasystem
to perceive new components of previously unknown types, and create new design
solutions from them.

8.1.2 Relation to other functional models and specifications

The metamodel for the function and organization of autonomous systems we have
developed is based on previous efforts to model the function of artificial systems.
Those that have had more influence on it have been introduced in section 3.3. MFM
[87], GTST [96], Di-Higraphs [42] have furnished conceptualisations for the func-
tional perspective. The component model of Blanke [21] and the metamodels coming
from software: OMACS[108], Fiadeiro et al. [48] and Garlan et al.[53], have sup-
plied organisational notions, together with concepts to capture the relation between
function and organisation. Additionally, these metamodels have provided solid ideas
and methodologies for the formalisation and operationalisation of the metamodel de-
veloped in this work.

Considering the most basic and general issues of modelling itself, as discussed
in section 3.2, the MDE approach to modelling has provided useful concepts. For
example, concepts from UML, SysML and MOF, such as Component, Port, or Class,
Instance and Property, have been used to formalise the metamodel, constituting its
meta-metamodel.

Component-based software specifications

There is a series of technical specifications from the OMG, in the context of component-
based software systems and MDE, that define conceptualisations of systems. They are
in the line of UML, but more specifically oriented to component-based systems. These
specifications have been a source of relevant concepts for the metamodel we have de-
veloped too. But, in addition to their content, their descriptions have also furnished
useful formats, notations and conventions to express our metamodel.

The core model, which underlies the rest, is the UML (2) Components and Com-
posite Structure packages. These packages from the UML modeling language define
a component model through a series of elements: component, ports, connectors, prop-
erties, internal structure diagrams, etc. They conceptualise a software system in terms
of components:

From UML:
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A component is a self contained unit that encapsulates the state and be-
havior of a number of classifiers.[. . . ] A component is a substitutable unit
that can be replaced at design time or run-time by a component that offers
equivalent functionality[. . . ]

Ports represent interaction points between a classifier and its environment.
The interfaces associated with a port specify the nature of the interactions
that may occur over a port.[. . . ]

Robotic Technology Component Specification [103] defines a component model
and associated infrastructure services for the development of software for robotic sys-
tems. It is based on the Robotic technology Component (RTC), which is defined as a
“logical representation of a hardware and/or software entity that provides well known
functionality and services”. RTC are intended as powerful building blocks (RTCs) so
that they can be easily integrated and reused in different applications. The specifi-
cation includes an introspection section that describes a data model for querying and
administering RTCs at runtime. This corresponds to the monitoring and reconfigura-
tion capabilities demanded for our MetaControl pattern.

The Dynamic Deployment and Configuration for Robotic Technology (DDC4RTC)
[106] is a specification of data models and service interfaces that departs from RTC
Specification to define the application of that component model to the activities of
dynamic deployment and reconfiguration in robotic applications. These activities are
closely related to the goal of this thesis to provide adaptivity to autonomous systems,
since deployment and reconfiguration of components can be used as basic adaptivity
mechanisms in component-based systems.

8.2 Teleological and Ontological Model of
an Autonomous System

The metamodel we have developed to fulfil the presented requirements is based on
the theoretical framework for artificial autonomous systems that has been presented in
chapter 4.

The concepts of a system’s elements and couplings in the framework have been
developed into those of components and connectors, in order to capture the organisa-
tional/structural aspects of an autonomous system. On the other hand, to account for
the system’s directiveness, ideas from other functional modelling approaches, such as
the ones proposed by Blanke en at. [21] and de la Mata and Rodríguez [42], have been
adapted to operationalise the concepts of objective, function and grounded function.
The concept of role, well known in the literature [105, p. 169], has been added. The
design of a system defines a series of subsystems (FunctionDesign), each one render-
ing a certain Function within the system. This definition consists of a specification of
components (Roles) whose joint behaviour renders the desired Function.

With all these elements we have defined the metamodel for function and organisa-
tion, called Teleological and Ontological Metamodel for Autonomous Systems (TOMASys).

138



8.2. Teleological and Ontological Model of an Autonomous System

An overview a la UML of the principal concepts that form TOMASys is displayed in
figure 8.2.

Objective Function
Grounding Component

Functional
Hierarchy Configuration

Role

* achieves

* requires

Component
Class

Function
DesignFunction

type realises type

Component

definition

role

realiserBinding

* solves

* requires

Figure 8.2: Core elements in the TOMASys metamodel.

8.2.1 Model of an autonomous system with TOMASys

TOMASys captures the control subsystem (CS) of an autonomous application in terms
of the components that compose it and the functions they are realising. This way, the
model consists of a tuple CS = 〈O,C,FG,F,CC,FD,R,AD〉, that contains two kind of
elements:

Elements that capture the instantaneous state of the control system:

• O: the hierarchy of objectives for the system.

• C: the set of components, connected by connectors, which form the system.

• FG: the set of function groundings, which capture the assignments:

– objective/function design

– component/role

Elements that represent static knowledge about the design of the control system
and the properties of its components:

• F : the set of functions

• CC: the set of component classes

• FD: the set of function designs, each of them defining a set of roles R
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Additionally:

• ADM the application domain model defines the domain knowledge that con-
straints and specifies the entity types (components, quantities) that exist in the
particular engineering domain of the autonomous system application, e.g. mo-
bile robot. This knowledge is distributed in the concrete value of some of the
properties of the previous TOMASys elements.

The elements listed above and their relations and properties will be described in
the following sections.

Example TOMASys model of the mobile robot exemplary system

We could define a TOMASys model of our mobile robot exemplary system
presented in 1.5.2. It would consist of the following basic entities:

Components, representing the instantaneous state of core modules of the control
system at runtime:
C= { higgs_motors, higgs_odometry, higgs_laser, higgs_map_server,
higgs_localisation_module, higgs_navigation_module }
considering that our robot is named Higgs, and every running instance of the
components is named by prefixing that name to the type of element. Observe
also that single components for the sensors and actuators are considered, which
encompass both the physical device and the software driver.

Component Classes, capturing the information about properties of these modules:
CC= {motors, laser, odometry, map_server, localisation_module, naviga-
tion_module}

Functions, representing abstract objectives:
F= {navigation, localisation, range_scan}
navigation represents the explicit objective to go to the target destination.; whereas
localisation and range_scan refer to the implicit functionalities to obtain estima-
tions of the robot self-pose and reading from the laser sensor, respectively.

Function Designs, capturing functional designs that achieve the functionality de-
fined by the Functions:
FD= {grid_cell_navigation, acml_localisation, laser_sensing}

Objectives, that is the state of the run-time instances of the Functions, which
represents the instantaneous state of the system’s hierarchy of objectives: O=
{o2:navigation, o0:localization, o1:range_scan}

Function Groundings: realisations of the Function Designs:
FG= {fg1:grid_cell_navigation, fg2:acml_localisation, fg3:laser_sensing}
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Note that to name the Objectives and Function Groundings, the UML notation
for instances is used, the instances being the elements of O and FG, and the
corresponding classes the elements in F and FD. This corresponds to ontological
instantiation [79], and has been used here for conciseness. In the rest of the chapter
this notation is used for linguistic instantiation [79], which relates elements in a
model to the language (TOMASys) element it is an instance of (see page 141).
Simple names are used for these instances, e.g. fg1, o1, with letters to identify
their class and a number to identify them unequivocally.

The properties of these entities will be detailed in the examples of the following
sections. For the shake of conciseness we will discuss only a portion of the control
system: the localisation subsystem, which involves all the elements required to
realise the functionality of estimating the robot self-pose.

8.2.2 Organisation of the Metamodel

The elements of the metamodel listed above can be divided into two categories, each
of them accounting for one of the two referred views of an autonomous system:

Organisation Elements (C, CC), represent the ontology of the system as it is imple-
mented, i.e. its organisation, captured in terms of components and their connec-
tions (C), and their instantaneous state, i.e. accounting for the program. It also
includes static knowledge about their properties (CC), i.e. accounting for the
real structure.

Function Elements (O,FG,F,FD,R,) capture the teleology of the system, in the
sense of [87] of representing the roles the designer intended for the components
to achieve the objectives of the system. These representations involve the design
solutions provided at engineering time for the required functionality (F,FD,R),
i.e. explicitly capturing the system’s structural directiveness. They also include
instantaneous information of how they are being realised in the run-time system
(O,FG), i.e. capturing the objectives hierarchy.

The system is thus modeled in TOMASys as a certain Configuration of com-
ponents at the ontological level, and as a Functional Hierarchy of instantaneous
objectives and the groundings of functions that realise them at the teleological level,
as depicted in figure 8.2.

Formalization of TOMASys

For the specification of the TOMASys metamodel we have used a UML-based nota-
tion. Each element is captured as a class with a set of properties. To differentiate when
referring to an element of TOMASys in the text, instead to a general concept, this font
is used. UML Class diagrams have been used to show graphically the properties of the
metamodel elements and their relations, as illustrated in figure 8.3.
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property1

property4 : [values]

TOMASys element

property3()

property2 other TOMASsys 
element

Figure 8.3: Example of the graphical representation used for TOMASys ele-
ments. The elements on the left has 4 properties: property 2 is an instance of the
metamodel element at the arrow end, property 3 is a function of other properties
(that is, it could be considered as a UML method), and property 4 can have only
a discrete set of values.

The diagrams in the examples are based in the UML Object diagram. They de-
pict instances of the metamodel elements as Objects. The header section of the box
contains the name of the instance, separated from the type of metamodel element it is
an instance of by a colon. In the content section of the box their properties and the
values they have are expressed as property = value. In some cases, the instance that
corresponds to the value is also graphically depicted (this is not the case in strict UML
diagramming, in which this only occurs in composite diagrams).

8.3 Organisation Elements

In order to represent the ontological view or organisation of an autonomous system, i.e.
what the system is, we have developed a minimal set of concepts that could account
for most design descriptions of the construction of autonomous systems. Most of
current systems are nowadays mechatronical and increasingly software-based, but as
for most engineered systems the standard design descriptions, independently of the
concrete methodology followed, are centered around the idea of decomposing them
into a set of minor subsystems or components that interact with each other through
defined couplings or connectors1.

Following we describe the elements of TOMASys that account for this view of
engineered autonomous systems.

8.3.1 Components and connectors

Component: The concept of Component is the core element for describing the organ-
isation of a system. A Component is a logical representation of either a physical
or software element of a system, which performs defined operations producing
an output that in the most general case depends on the input and the internal state

1for the moment we have not consider the hierarchical aggregation of components
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internalState : []

Component

type : quantityType

state

Connector

state : possibleStates

profile : PortProfile

Port

type

* ports

value

profile : ParameterProfile

Parameter * parameters

connector * ports

availability

deploymentInfo

ComponentClass

errorModel(Component)

possibleStates : []

directionality

type

name : String

PortProfile

type

name : String

ParameterProfile

* portProfiles

* parameterProfiles

Figure 8.4: TOMASys elements for describing the organisation of an au-
tonomous system.
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of the component. The concept of Component in TOMASys operationalises that
of element, defined in section 4.2.1.

Connector: Components interact with other components through input and output
quantities —couplings, according to our general systems framework—, their
directionality with respect to each component depending on whether the com-
ponent produces (output) or consumes (input) them. These quantities constitute
the connectors between components. A Connector represents one or a group
of these quantities in the coupling of two or more components2. A connector
is thus the TOMASys representation of a coupling.

Port: On the Component’s side, the relation between a component and a connector
is modelled by a Port that the Component owns. Ports thus represent the input
and output of a Component for its designed operation. A port is linked to one
connector, and only one, whereas a connector can be linked to any number of
ports, each of them thus pertaining to a different component. In relation to
fault analysis, a port is in a certain state, depending on the state of signal
that flows through it. TOMASys defines two possible states: {OK, ERROR},
whose meaning is straightforward, but additional states can be defined in the
application domain model of the system, such as LOW, FLUCTUATING, etc.

Example Components of the localisation subsystem

The function of the localisation subsystem is to periodically provide an estima-
tion of the position of the robot. To achieve that, run-time data from the odometry
and laser readings are combined and compared to previous knowledge about ob-
stacles, which is received from the map server, using probabilistic techniques in the
localisation module. A more detailed description of this subsystem is provided in
the discussion of the testbed in section 11.2.

Let us detail the TOMASys Components of the localisation subsystem. The
localisation subsystem consists of: two sensory sources: the odometry and the laser
sensor, a map server and the localisation module that implements the localisation
algorithm.

2TOMASys only considers components as the building block of a system from the structural point of
view. Connectors are limited to represent the connections between components. Other component models
consider connectors as elements with similar properties than components. In TOMASys, such a complex
connector can be modelled as a component, connected through TOMASys connectors with the compo-
nents it interconnects.
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scans:Connector

odometry
:Component

map_server
:Component

map:Connectorodom:Connector

ports = [scan_out]

parameters = [bd, ...]

type = laser

sicklms:Component

ports = 

localisation_module
:Component

profile = baudrate
bd:Parameter

connector

connector = scans
profile = scan
scan_out:Port

Figure 8.5: Graphical representation of the main organisation elements in the model of the
localisation subsystem. For simplicity only the higgs_laser is completely detailed. The notation
follows basic UML syntax for the definition of instances: the header of each element contains
the name of the instance and its class. Inner boxes contain the attributes and their values. The
bd parameter and scan_out port are explicitly displayed. The connector attribute of the port is
depicted as a line to its value, which is the scans model element, of class Connector.

portProfile = [scan]

parameterProfiles = [baudrate, devicePort]

laser:ComponentClass
baudrate:ParameterProfile
type = "double"

type = "Scan"
direction = OUT
scan : PortProfile

Figure 8.6: Graphical representation of the TOMASys elements that capture the real structure
of the laser sensor.
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8.3.2 Internal Structure of Components

The elements enumerated so far allow for a black-box representation of components.
Now we present the elements in TOMASys that capture the internals of a component
in relation with the operation it is designed to perform.

The behaviour or operation of a component –i.e. the relationship between input
and output quantities– depends on two kind of quantities:

Parameters: A parameter is a quantity whose value determines the relatively per-
manent behaviour of the component. An explicit access to modify this value
has been designed so as to control the operation of the component through it.
A component may have any number of parameters. Example: the baudrate at
which a laser range sensor publishes its readings.

Internal State: in the more general case, the instantaneous output of a component
not only depends on its instantaneous input, but also of its history of inputs,
represented in the notion of state in systems theory terminology. In a designed
component, this state is captured in a set of quantities we shall refer to as its
Internal State

In technical systems, some components are usually monitored because of its im-
portance for the system correct operation, so information about it’s internal state is
available at runtime, e.g. in software logs. However, this is not the internal state,
but designed conceptual quantities that capture information about the operation of the
component internals. We have considered valuable to include an element in TOMASys
to incorporate this information in the dynamic knowledge of the component.

Log: captures all the monitoring information that is available at each instant about the
operation of a component.

Finally, we have defined the component status to synthetize the information about
how the operation of the component is going, adopted from the literature of fault-
tolerant systems. The fault-analysis knowledge about the component is discussed in
the next section.

Component Status: represents the operational state of a component: how compliant
its behaviour is to that expected from the component. We have defined a discrete
and finite number of status a component can be in: ONLINE if the component
is operating normally, ERROR if it is not properly operating, but the reason is
known —could be internal, an input out of bounds, a parameter not correctly
configured. . . —, FAILURE if it is not properly operating due to an unkown
cause.

The following properties correspond to what is usually referred as the configura-
tion of a component: ports, parameters. The specific behaviour of a component of a
certain type during a certain activity depends on how it is configured, in terms of the
values of its parameters and its connections through ports to the rest of the system.
Therefore, the configuration of ports and parameters, together with the type of the
property, define the component’s hypothetic structure. On the other hand, the value

146



8.3. Organisation Elements

of the rest of its TOMASys properties can, and will, vary instantaneously during an
activity. They represent the instantaneous state of the component, so this TOMASys
elements represent the program of the component.

8.3.3 Component Classes

The elements of the previous subsection capture the instantaneous state of the com-
ponents within a system. There is other important information to model the system
organisation: the properties of its components and connectors. This information can
be considered static knowledge, since the properties are constant during longer spans
of time. A group of these properties can also be shared by a set of components, which
is thus considered a type of components. This corresponds to the metamodelling con-
cept of types or classes [80]. In this subsections the TOMASys elements to represent
the different types of components and their properties are described.

Component Class: describes the knowledge about a set of components that share
some of its properties. For example, the properties of all the laser range sensors
could be described by a laser range Component Class as illustrated in figure
8.6.

A Component Class aggregates the following elements that encode the proper-
ties common to all Components that are of that class.

Port Profile: describes a port that all Components of the class have: the name
of the port, to identify it amongst the rest of the ports of the component, its
directionality, that is whether it is an input or output port, the type of the quantity
of the I/O connection the port represents –i.e. power, a certain data type. . . –, and
the set of possible states of the port (remember that they are part of the ADM).
A Component Class may contain any number of Port Profiles, but a given Port
shall have only one Port Profile as its profile.

Parameter Profile: similarly to a Port profile, a Parameter Profile encodes the
knowledge about a parameter common to all the components of a certain class.
For example the baudrate at which all laser sensors publish their readings,
shown in figure 8.6. A Parameter Profile thus has a name, to identify the pa-
rameter amongst those of the Component Class, a quantity type, and maybe
additional knowledge of allowable values for the quantity corresponding to the
parameter.

Both Port and Parameter profiles correspond to properties that define the inter-
nal structure of elements that have it, such as Classes and Components, in the UML
metamodel. They provide information about the real structure of components.

However, at engineering time we usually also have information about how the
state of the component affects its behaviour or operation. Very important fields such
as risk analysis, reliability engineering or fault diagnosis deal with the assessment of
the effects of faults in the operation of dependable systems. A common technique ac-
cepted as a standard in everyday industrial use is the failure-modes and effect analysis
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(FMEA) [21, p. 86], which can be integrated in a component model [21, pp. 83–
107]. Failure modes are listings of the ways in which a component may fail. There are
databases with this information available for many industrial components. Analysis
of fault propagation in the FMEA technique uses a Boolean mapping based on matrix
schemes. The Fault propagation matrix determines which faults cause which effects
in the component.

We have included two different entities in TOMASys to integrate the FMEA infor-
mation: the Internal Failure Model and the Complete Failure Model. This
is because they are used in different scopes: the Internal is used to quickly obtain the
status of a component at the organisational level, whereas the Complete is used to as-
sess the effects of fault propagation between components in the system’s functionality
(this will be discussed later in page 152 in relation to roles).

Internal Failure Model: encodes the engineering information about the possible
internal failures of a component. It defines which identifiable faults, as captured
in the log information, cause a complete failure of the component, rendering all
component outputs unavailable. The Internal Failure Model has the form
of a boolean function3 i f m:

i f m(log) : L → Cstatus with L the set of log messages for that component

ifm outputs the Component Status of a Component as a function of its log
information. The i f m function in TOMASys thus conveys the information en-
coded in a row in the FPA matrix corresponding to the effect of a complete
component failure.

External Failure Model: captures the complete information of the fault propaga-
tion analysis, generalised for any system the component may participate in. The
External Failure Model of a component has the form of a function f m:

f m(log, portIN
i ) : L

⋃
P IN →POUT fm outputs a vector with the states of the

output ports of the component as a function of the log information and the states
of the input ports.

The fault analysis information embodied in the specific i f m and e f m functions of
a component is part of the ADM of the system.

3beware that the term function is used here in the mathematical sense. Along the chapter the term
function, is used to refer to different concepts: i) the broad concept of function in systems engineering (in
regular style), ii) the concepts defined in the theoretical framework for autonomous systems, in emphasized
style iii) in the name of a TOMASys element, in tomasys style, iv) in the mathematical sense, also in
regular style, but easily identifiable by the context.
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ExampleTOMASys failure models for the laser sensor

The FPA scheme for the laser sensor is illustrated in the following table:

Effect scan low rate laser scan unavail-
able

Fault laser driver glitch laser not properly
connected

Log message [WARN: A scan was
probably missed]

. [ERROR: Device dis-
connected]
[ERROR: Initialize
failed! are you using
the correct device
path?]

The FPA matrix is defined:(
el.rate
eunav.

)
=

(
1 0
0 1

)
⊗
(

fglitch
fnotconn.

)
Modelling this knowledge with TOMASys, we can define the following ifm and fm
functions as Boolean mappings:

For ifm:

Mi f m : L ×S →{0,1}

mi f m
i, j = 1 if log j⇒ status = ERROR

mi f m
i, j = 0 otherwise

For mf:

M f m : F = L
⋃

PIN×S →{0,1}

m f m
i, j = 1 if f j⇒ portOUT

i = ERROR

m f m
i, j = 0 otherwise

Engineering knowledge of a type of component can also include information on
how to deploy that component.

Finally, there is engineering information about a Component Class that may dy-
namically vary during system operation, and that is the availability [0,1] of that
type of component. For example, a sensor can be restarted/re-deployed to fix a wrong
initial configuration of one of its parameters. However, no matter what reconfiguration
we may carry, if there is only one physical sensor in the system, and it is broken, the
component instance will not work: it is unavailable, i.e. the availability of that
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sensor Component Class is 0.

In TOMASys, the different levels of the organisation of a component are captured
by different sets of elements:

• real structure: it is defined by the types of the components, i.e. their Component
Classes, which define their permanent traits.

• hypothetical structure: it is captured by the values of the parameters and the
connections of the ports.

• program: the internal states and logs of the component capture information of
the program.

Correspondingly, the real structure of the whole system is represented in TOMASys
by the set of Component Classes CC, the hypothetical structure by the set of possible
configurations of components, given by the set of possible values of the set of param-
eters P and connections between components.

8.4 Function Elements

The elements of TOMASys shown so far model the organisation of an autonomous
system from an ontological point of view. The elements presented in this section
model that organisation from a teleological perspective. They capture the objectives
that the system pursues during operation, and the functions that it instantaneously
performs to achieve them.

This part of the metamodel operationalises the concepts of objective and function
from [90] that have been presented in the theoretical framework of this work (pages
75 to 77). The functional elements of TOMASys thus model the realisation of the
directiveness of an artificial system into its organisation.

On one hand the concepts of Objective and Function model the knowledge
about the requirements of the system, as obtained in the analysis phase of the system
engineering, and their instantiation at runtime. On the other hand Function Design
and Function Grounding model the knowledge of the design solutions, defined in
the engineering phase of the system, and how they are grounded in a set of resources
that realise them.

8.4.1 Objectives and Functions

Autonomous systems are designed with a purpose, described at engineering time by
a set of requirements, and instantiated in the run-time system as a set of objectives as
defined in 4.3.2. They are modelled in TOMASys by the concepts of Objective and
Function.

Objective: a certain subspace of the state space of the system plus its environment
towards which the system drives its behaviour.
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availability()

FunctionDesign

Objective FunctionGrounding

complies()

Role

availability()

Function

typetype
Component

confidence

Solves

definition

realises*

* requires

* requires

Figure 8.7: TOMASys elements for representing the directivenes in an au-
tonomous system.

TOMASys defines a discrete set of states for the objectives of the system, accord-
ing to whether the behaviour of the system is directed toward it (CONV ERGENT ),
diverges from it (ERROR), or its equipontentiality region is non-existent, i.e. no mat-
ter what actions the system may take, even reconfiguring it will never achieve the
objective (UNACHIEVABLE).

There can be different types of objectives, defined by parameterisations of the tar-
get subspaces that define them. For example, the instantaneous objective for a mobile
robot to go to a certain destination (xd ,yd ,zd), can be generalised by considering as
parameters the Cartesian coordinates of the destination point. We then have an ab-
stract objective or abstract function (see 79) f to go to destination point (x,y,z) to be
determined at runtime by assigning concrete values to the parameters, thus resulting in
a particular instance of the function, which is the runtime Objective. This is modeled
in TOMASys with the objective being of a certain Function type.

Function: A TOMASys Function represents the concept of an abstract function
(see 79), which is defined by a parameterized target subspace. This TOMASys
element corresponds to a demanded functionality, as defined by the end concept
in [87].

Engineers design solutions to realise the functions required in the system, by spec-
ifying configurations of the system components and algorithms to prescribe their be-
haviour. This is what Lopez refers to as function definition (see page 77). It is
modeled in TOMASys with a Function Design. According to TOMASys, an au-
tonomous system has a set of Function Designs it can use to solve its demanded
functions.
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Function Design: defines a design solution to address or solve a demanded Function
with a certain confidence [0..1]. It corresponds to the concept of function def-
inition presented in 4.3.3.

errorModel

FunctionDesign

realisability() : [0,1]

availability() : [0,1]

Function

compliance() : [0,1]

failureModel()

ports

parameters

type

Role

Function

confidence : [0..1]

Solves

Requires

Figure 8.8: he solve and require associations between Functions and Function
Design shape the runtime Functional Hierarchy.

The confidence of a Function Design is a user defined attribute that encodes the
knowledge of how well the design is expected to accomplish the Function it solves.

A Function Design contains a set of roles that define how certain components
in the system must be configured so that their operation will realise the Function.

Role: encodes the specification of a Component, by defining its structural properties
both internal (parameters) and external (ports). It also defines additional con-
straints about the relations with other components. This concept is based on the
software engineering concept of role [105, p. 169].

A Role thus has some properties as Component: it has a type, that prescribes the
Component Class of the Component, and a set of parameters and a set of ports.
The meaning of these properties is different, though. Whereas in a Component they
are descriptive, capturing the actual values for a real component, in the Role they are
prescriptive, specifying what these values should be for a component to play the Role
successfully to realize the Function Design.

The error model, is another property of the Role. The error model of a Role
computes if its realiser Component is playing the role properly, or a fault has the
effect of preventing it. It is formalised as an em function that returns OK when the
realiser component is properly performing the role, and ERROR otherwise. The
error model conveys fault analysis knowledge, but not context-generic for a type of
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component, as does the ifm and fm functions of a Component Class. It encodes fault-
analysis specific for the Role, that is, for the context of an instance of a Component
Class with a certain configuration, interacting with a specific configuration of other
components. However, a default error model can be given by the Failure Model
of the Component Class that is the type of the Role. This defines a minimum fault
analysis, since any particular instance of the component will be prone to the faults
included in the Failure Model knowledge. A more strict em function can be defined
also as part of the ADM, in a similar fashion to the fm, but including a larger and more
specific set of faults.

TOMASys Role includes also a compliance function C → [0,1] to determine
if a component can play the role given the definition. It can be the case that a role
requires a component of a class that is not available anymore in the system. In that
case the Function Design cannot be grounded. The realisability [0,1] defines
if a Function Design can be realised in a Function Grounding given the availability of
components to play the roles it defines.

Non-critical systems usually contain just one Function Design for each func-
tion. In fault-tolerant systems with physical redundancy, this one-to-one correspon-
dence between functions and function designs still holds, but Function Designs
for critical functions are or can be grounded several times using different resources,
because there are multiple instances of those required. However, in fault-tolerant sys-
tems with conceptual redundancy[21], there are more than one Function Design
that solve a critical function.

When none of the function designs that solve a certain function is realisable,
that Function is not available in the system (availability= 0), and all objectives
that are particular instances of it are in UNACHIEVABLE status.

A Function Design may also require the realisation of sub-objectives —other
Functions— by other parts of the system. The requires associations of Function
Designs and Functions in the TOMASys model of a system determine the runtime
hierarchy of dependencies between Objectives and Function Groundings (see figure
8.8).

Problems or errors in the components defined by the roles, or in the objectives
required by a Function Design can have different impacts on the realisation or ground-
ing of that function at runtime. The effect may vary from a transitory lower perfor-
mance, to a global failure of the function. This is described in the errorModel of the
Function Design, which is a function e:

e : CS×SO→{OK,ERROR,FAILURE,PERMANENT _FAILURE} with CS be-
ing the set of status of the components playing one of the roles of the Function De-
sign, and OS the set of statuses of the objectives required (see later on page 8.4.2).

TOMASys expects the behaviour of the subsystem defined by the roles of a Func-
tion Design to be convergent to its objective. So the roles and additional constraints
imply some desired and expected behaviour. This is defined in the Function solved.
Although an understanding of that behaviour is important for the engineering of the
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system, the elements and their attributes and associations presented so far are sufficient
for the purpose of the metamodel, so it is not further specified in TOMASys.

Example OM metacontrol of the localisation subsystem
Let us exemplify the concept of Function Design with the localisation subsystem
of our mobile robot. Suppose we could deploy two alternative designs to achieve
the self localisation objective, because there is another sensor in the robot that can
input scan readings, such as a Kinect camera.

This can be modeled in TOMASys with two function designs, depicted in
figure 8.9: fd_loc1 uses the laser, and solves the self localisation function with a
high certainty, fd_loc2 uses a Kinect sensor, and solves the function with a lower
certainty, since the scan readings of the Kinect are not as many and as accurate
and those from the laser. The roles and associated constraints are graphically
shown, similar to an UML collaboration diagram. Some of the parameters of
the localisation_module component have different values in each case, since they
depend on the characteristics of the sensory sources (this is represented by the gray
boxes inside the amcl components in figure 8.9). Note that we are here considering
Function Designs for localisation that embed all the required functionality in the
set of roles. We could have externalised some of the requirements as a required
function, for example receiving scan readings, and thus eliminating the Role for
the scan sensor.

roles = roles =
fd_loc1 : FunctionDesign fd_loc2 : FunctionDesign

f0 : Function

description = "self localisation"

laserodometry

map_server

amcl

config 1

scansodom

map

kinectodometry

map_server

amcl

config 2

scans

map

odom

confidence = 0.95

s1 : Solves

confidence = 0.7

ss : Solves

Figure 8.9: Two alternative function designs that solve the localisation Function. The
figure sketches for each of them the different configuration of components that are defined by
their set of Roles and constraints.

154



8.4. Function Elements

8.4.2 Functional Hierarchy: instantaneous state of the system’s
directiveness

At runtime specific components are assigned to fill the roles of the Function Designs
in the system, and concrete Objective instances of its required Functions are required
to ground it. This runtime information of the grounding of the functional design to
achieve the objectives is modeled in TOMASys as a set of Function Groundings:

Function Grounding: represents the instantiation of a Function Design to ad-
dress a particular objective. It thus contains the instantaneous state of ground-
ing of the Function Design, as a set of assignments or Bindings linking
system Components and the Roles they play to realise the design.

The set of Function Grounding thus models in TOMASys the instantaneous state
of the system’s directiveness.

A Function Grounding models how a part of the system configuration is de-
voted at runtime to achieve an objective of the Functional Hierarchy, and how
that depends on other objectives downstream that hierarchy.

Objective

relevance()

status

relevance

RootObjective

status

FunctionGrounding

Binding

Component

FunctionalHierarchy Configuration

Rolebindings

* realises

* requires

Figure 8.10: The elements in TOMASys that represent the instantaneous state
of the system’s functions as a Functional Hierarchy of objectives and grounded
functions.

The status of a Function Grounding synthetizes its working state. It can have
the following discrete set of values :

OK: when it is working properly the components in the bindings comply with their
roles and the required objectives are in the course of being achieved. In this case
the status of the Objective it solves is ACHIEVED.
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FAILURE: when the function grounding is not behaving as expected due to a failure
in one or more of its required objectives, and thus not achieving its objective,
because one of its required objectives is not being achieved.

ERROR: when the function grounding is not working due to an internal error.

PERMANENT_FAILURE: when it is not working due to a not recoverable internal
error, i.e. it is impossible to instantiate a component compliant with one or more
of its roles. Its function is unavailable.

We can now define the following default errorModel for an Objective, defining
its status in terms of the state of the TOMASys elements it is related to:

CONVERGENT: when there is a Function Grounding instantiated to achieve the
objective and its status is OK.

ERROR: when there is no Function Grounding addressing it, or if there is, then it is
not in OK status.

UNACHIEVABLE: when there is no Function Design available for instantiation that
would realise the function of the Objective.

Objective relevance

At runtime, the system Objectives have different relevances depending on how
much their failure will impact the system overall performance. This is determined
by the instantaneous state of the Functional Hierarchy, but for those in the head
of it: the root objectives. For this a fixed relevance ∈ [0..1] is defined by engi-
neers to account for how important is that the system behaviour complies with it. Root
Objectives are the more abstract ones and are static during system operation. The rest
of the objectives downstream are determined instantaneously depending on the Func-
tion Designs that are grounded to realise for the objectives upstream. The same occurs
to their relevances. The function that determines their relevance is part of the domain
model and is defined by engineers.

Example Functional grounding of the localisation subsystem

Let us analyse the complete TOMASys model at the functional level for the
running localisation subsystem. Here the required input from a range sensor is
externalised as a required Function, differing from the function designs illustrated
in 154

At the top of the Functional Hierarchy for the localisation subsystem is the
root objective o0, instance of the function f 0 “self localisation”. There is a realisa-
tion named “localisation” that solves f 0. It defines a configuration of components
through the roles [r01,r02,r03] and f d_loc.constraints. This configuration of roles
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for f d_loc is depicted in the upper part of figure 8.12: an amcl component, which
implements a Montecarlo-based algorithm for localisation estimation, receives in-
formation from the odometry of the robot and a map server component and input
range information through a scans connector. It then outputs a estimation of the
robot’s position to a pose Connector4. f d_loc requires the function f 1, i.e. that
range scan data be continuously published in a connector. There is a realisation
for f 1: the F_laser Function Design specifies in the role r1 a configuration for a
laser component to get range scans.

bindings = [b4]

status

type = flaser

fg1 : FunctionGrounding

o1 : Objective

realisations = [flaser]

description = "get range data"

f1 : Function

o0 : Objective

performance = 0.9

constraints = ...

description = "get position"

roles = [r01,r02,r03]

fd_loc : FunctionDesign

requires = null

performance = 1

constraints = ...

description = "get laser data"

roles = [r1]

fd_laser : FunctionDesign

fg0 : FunctionGrounding

status

bindings = [b1,b2,3]

type = localisation

b3 map_serverr03
odom
amcl_node

realiser

r02b2

role
r01b1

role
sicklmsr1b4

realiser

requires

realises

realises

f0 : Function

description = "localise robot"

type

solves
realisation

requires

type

solves

realisation

type

type

Functional
Hierarchy

Figure 8.11: The Functional Hierarchy of the localisation system.

The Functional Hierarchy is thus composed of o0, a Function Grounding f g0

157



Chapter 8 TOMASys Functional Metamodel

of f d_loc, which contains the bindings of the roles to the run-time components,
described in 8.5, that realise them, the objective o1 required and the grounding
f g1 with the binding of the sicklms Component to the r1 laser role.

type = amcl

:Component

type = odometry

:Component

type = map_server

:Component

pose
:Connector

scans
:Connector

definition = 

r1 : Role

parameters = [bd, ...]

type = laser

:Component

value = 19200
profile = baudrate
bd:Parameter

scans
:Connector

odom map

Figure 8.12: Example of the TOMASys definition of a function design. The lower box
shows the definition of the role r1 of the flaser function design. The upper part shows a
simplified graphical representation of the specifications of components and connectors for
the localisation function design, as captured by its defined roles and associated constraints.

8.5 Overall analysis of TOMASys

TOMASys constitutes a sound conceptualisation of autonomous systems in terms of
components and functions. It can be considered as an upper ontology in the vision of
Asmann et al. [11] described in section 3.2.5, and a metamodel, because it provides
the language to build models of autonomous systems.

The metamodel approach to knowledge reified by TOMASys provides the au-
tonomous system with an enhanced knowledge organisation (see section 4.5.3). The
metamodel corresponds to the real structure of the cognitive subsystem. Having a
metamodel means moving information from specific models that were real structure,
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to general, abstract knowledge at the metamodel level, therefore maximizing the hy-
pothetic structure, with a larger amount of potentially instantiable models. It thus con-
tributes to system adaptivity. Regarding the resolution level of the TOMASys model
of a system, the more detailed the model is —decomposing the control system struc-
ture in many components, specifying every parameter, defining all the functions and
their—, the larger the program of the cognitive subsystem, and subsequently the better
the performance of the metacontrol.

The TOMASys functional decomposition by the required relation between func-
tions and objectives provides isotropy for the design knowledge. This decomposition
allows the functional hierarchy to be determined instantaneously, the general knowl-
edge captured in the relations between functions and function designs. This knowledge
is thus reusable in different possible hierarchies for different scenarios.

8.5.1 TOMASys and other functional metamodels

Although TOMASys constitutes a component model in the sense presented in page 56,
taking ideas from the software specifications introduced in section 8.1.2, it is intended
to address a functional modelling of the system in the line of the approaches presented
in section 3.3.

The OMACS approach analysed in section 5.2.3 has many characteristics in com-
mon with TOMASys, addressing the modelling of dynamic software architectures
(agents in their case, control components in ours) from a goals/functions perspec-
tive. However, we have tried to improve the limitations that we consider the OMACS
model has. For example, it merges the structural and functional levels, as other func-
tional models do, e.g. the Di-Higraphs of De La Mata et al. presented in page 55.
Another difference is that OMACS does not explicitly models the differences and re-
lations between instances and types of components. We have considered that key not
only for the scalability and reusability of model elements, but for the representation of
physical redundancy and the applicability of the approach to large systems. In addi-
tion, TOMASys considers objectives at different levels, forming a hierarchy, as in the
case of the Goal-Tree – Success Tree model (page 55).

TOMASys is envisioned to integrate in OASys (Ontology for Autonomous Sys-
tems) [18], as the subontology to provide the concepts for self-modelling of ASys
systems. TOMASys elements have been developed from the same autonomous sys-
tems conceptualisation than those in OASys different packages.
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Chapter 9

The Operative Mind
Architecture

Now that the basic architectural patterns for cognitive control and the proposed meta-
model for self-awareness in autonomous systems have already been presented in the
previous chapters, this chapter presents the reference architecture that we have devel-
oped making use of them. This architecture provides a blueprint for universal meta-
control systems that realises the solution for self-aware robust autonomy enunciated
in the thesis postulates (section 6.2).

The chapter is organised as follows. The first section presents a global overview
of the architecture, describing its characteristics, and discussing how it addresses
the thesis statements concerning the architecture of an autonomous system. It also
sketches its basic operation and how the architecture reifies the design patterns for
self-awareness. The next section discusses the organisation of the metacontroller, the
core technological design of this work. Two more sections describe in detail the op-
eration of the two control loops that lay at its core. Finally, in the last section the
functioning of the metacontroller is discussed for the target scenarios of robust auton-
omy envisioned.

9.1 An Architecture for Metacontrol

To realise the metacontrol solution proposed in this thesis we have taken an architecture-
based approach. This way, the Operative Mind (OM)1 architecture operationalises the
metacontrol solution for self-aware autonomus systems that have been postulated in

1The name of the architecture comes from the Operative Mind, which is the conceptual framework
that has resulted from analysing the supporting value that biological consciousness renders to the mind
when considered as a controller [67]. Those preliminary notions have eventually resulted in this reference
architecture, and thus we have named it after them.
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chapter 6. It defines the structure and internal processes of the metacontroller that
provide the autonomous system with enhanced adaptivity and robustness.

9.1.1 A Reference Architecture

The OM Architecture is a reference architecture as introduced in page 26: it defines
the functional processes, elements, relationships and data flows in a metacontroller.
A key characteristic of the this architecture is that it can be applied to provide meta-
control capabilities to any controller fulfiling a minimal set of requirements, in order
to improve its autonomy. The OM Architecture is intended to be universal: it has
been developed in line with the aim of this work to be of general applicability to any
system. The OM Architecture is independent both of the domain of the autonomous
system (e.g. a mobile robot, an automated process plant, etc.), and the component
platform in which the control system is implemented.

9.1.2 Scope of the OM architecture

The OM Architecture tackles the problem of building a metacontrol subsystem to be
included in the control architecture of an autonomous system, as proposed by the
MetaControl pattern (section 7.3), in order to improve the system’s capability for self-
adaptation. It is a blueprint to guide the building of said metacontrol subsystem and
its integration with the rest of the control system.

There are two requirements that the application of the OM Architecture imposes
on the (domain) control of the autonomous system. Firstly, its is required that the con-
troller be implemented using componentised technology (see section 3.6), e.g. [119].
This is because at the center of OM is the exploitation of a functional model of the
system based on TOMASys, as will be discussed in section 9.3.2, and so it assumes
the system can be represented in that component model. Secondly, the control system
must also offer mechanisms for online monitoring and reconfiguration of the compo-
nents, or at least the possibility to implement them. This is what is known in software
as introspection mechanisms.This implies that this technology for self-awareness —as
realized— is still not universal —as was the initial objective of ASys— because it can
only be applied to certain classes of software-based controllers but not to any kind of
system. For example, it is not easy to use this realization to add self-awareness-based
functional metacontrol to neural network controllers, because these are typically non
componentable and the introspection mechanisms are too low level. The same can
be said about some classes of physically-realised (as opposed to software-realised)
controllers. In these, while strongly componentised, we usually lack the necessary
introspection mechanisms.

However, while the realization in OM is only applicable to certain classes of soft-
ware controllers, the theoretical model is still widely applicable beyond these con-
straints (which are, in fact, not too hard considering the current trends in real-world
controller implementations).
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The metacontrol scenarios

As discussed in section 3.6, the control system of an autonomous system consists of
several software components interconnected in a certain configuration. Unforeseen
events, i.e. uncertainties, can alter the behaviour of that configuration and make it
deviate from its objectives: from slight deviations degrading system’s performance to
lost functionalities or, in the worst scenario, a general system failure.

For example, these uncertainties can be individual component failures in the con-
trol system, or unexpected data flow incoming from the plant, due to unpredicted
events, plant hardware damage or out-of-range circumstances.

The goal of the metacontroller defined in the MetaControl Pattern is to manage the
runtime control system so that it keeps system’s directiveness towards its objectives,
even in the presence of referred disturbances. Within this context, the OM Architecture
has been designed to address the following scenarios regarding the operation of the
system organisation of components:

1. One or several components of the control system undergo a transient failure.
The metacontroller is expected to recover those components from the failures,
maintaining the configuration of components.

2. The system actual configuration is incorrect (for example due to an erroneous
initialisation). The metacontroller fixes the configuration.

3. One or several components undergo a permanent failure and no components that
could perform identical roles are available, that is: the desired configuration of
the system is not feasible. The metacontroller re-designs the system, i.e. by
instantiating a new functional hierarchy, and reconfigures it accordingly.

4. The control system fails to achieve its functional requirements due to an un-
known cause. The metacontroller reconfigures the system following the best
alternative design —i.e. functional hierarchy— available to maintain directive-
ness.

These four scenarios can be reduced to only two, considering how the failure af-
fects the system from a design standpoint:

• Component recovery, corresponding to scenarios 1 and 2, which fall into the
typical fault-tolerance scenario.

• Function recovery, in the case of scenarios 3 and 4, which requires an actual
re-design of the control architecture.

ExampleReconfiguration of the localisation system

Let us suppose that the control system initially consists of the grounding of the
localisation function fd_loc1 of the example on page 154 which uses the laser sen-
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sor, so that the domain control system consists of the components shown in figure
9.1(a). In the case of a transient failure of the laser, e.g. due to a synchronisation
problem, a re-initialisation of the laser driver could solve the problem. This corre-
sponds to the first scenario described above. However, in the case of a permanent
failure, e.g. because the physical sensor is disconnected, a simple recovery at the
component level is not possible. This is the third scenario. The metacontroller can
only achieve the localisation objective by configuring the system according to the
function design fd_loc2, which uses the available Kinect component (see figure
9.1(b)), and reconfigures the system according to it.

laser

localization 
module

odometry

map

scansodom

kinect laser

localization 
module

odometry

map

scans
odom

kinect

(a) (b)

Figure 9.1: Reconfiguration of the localisation subsystem in the event of a permanent laser
failure. The figure depicts the initial configuration (a) and the configuration after the failure and
subsequent reconfiguration (b).

Operational needs for metacontrol

Note that the previous operational scenarios demand the following functionality from
the metacontrol system:

• maintain a representation of the functional design of the control system that is
running at any instant.

• maintain an updated state of the functions for the currently instantiated func-
tional design.

• produce a new instance of a functional design accordingly to the available com-
ponents for the system.

• memory of past reconfiguration actions.

This requirements shall be addressed by the OM Architecture. They can be further
decomposed into the capabilities tree of figure 9.2.
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Figure 9.2: The functional requirements of a metacontroller expressed as a tree
of capabilities.
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9.1.3 OM-based metacontrol overview

The OM Architecture consists of a core element, the Metacontroller, responsible for
controlling the control system, connected to the Meta I/O Module, which grounds
its conceptual operation. The MetaInterface specifies the data flows between both
elements. They consists of a sensory flow, for obtaining information about the domain
control, i.e. monitoring, and an action flow, to adapt the control system to the current
circumstances, i.e. reconfiguration.

Let us put in a nutshell how these elements of the architecture, schematised in
figure 9.3, interact. While the control system is running, the Meta I/O module uses
the platform mechanisms to observe and gather monitoring information about it. This
signal is used by the OM Metacontroller to update an integrated model of the compo-
nents and functions of the control system. The current functional state of the system
is evaluated against the required functionality, and corrective reconfiguration actions
are computed if needed. These reconfiguration actions are finally propagated back
to the Meta I/O module, which uses the available platform mechanisms to make the
corresponding changes to the running control system. That is, it activates required
components, deactivates those unwanted, re-connects and changes the parameters of
them as appropriate. All actions are done over components and their connections.

Running control system

OM Metacontroller

Components
Loop

Functional
Loop

reconfiguration
actionsmonitoring

desired configuration

Meta I/O

Goal: components
            configuration

functional action

components action

Goal: engineering
            requirements

functional
model

components
model

components state

Figure 9.3: General view of the OM architecture.

Looking inside the OM Metacontroller, it is organised as a two-layered controller
following the Functional Metacontrol Pattern (page 132): one layer controls the con-
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trol system’s organisation, and the other controls its function2. The activity of both
layers is driven by an integrated model of the function and structure of the control
system, according the Epistemic Control Loop Pattern (page 120).

At the Components Loop, the monitoring information from the Meta I/O is used
to update a model of the control system in terms of its structural organisation. The
resulting estimation of the current state of the components is evaluated against a de-
sired configuration. Reconfiguration actions are determined from that evaluation and
commanded if necessary to the Meta I/O module. A reconfiguration action can consist
of the instantiation of new components, elimination of others, or re-wiring or modifi-
cation of the parameters of those already existing.

At the upper layer, the Functional Loop takes as sensory input the evaluation of
the component’s organisation, and from it updates the functional state of the system
captured by the Functional Hierarchy (described in 155). The hierarchy is evalu-
ated in terms of the state of achievement of the root objectives. If any of them is not
achieved, system design knowledge is used to compute a new configuration for the
control system, which is finally sent to the Components Loop. The Functional Loop
thus performs a very basic “design” activity, using the minimal designs of functions
stored in the TOMASys model to instantiate a feasible design for the complete sys-
tem. The design problem is a hard one; in the OM framework we are tackling a very
simplified version according to the limited scope of the TOMASys metamodel.

9.1.4 Integration of patterns for self-aware autonomous systems

The OM Architecture has resulted from a synthesis combining the four design patterns
presented in Ch. 7: MetaControl, Functional Metacontrol, Epistemic Control Loop
and Deep Model Reflection. Figure 9.4 shows how the progressive application of the
patterns modifies the standard engineering process of building an autonomous system
that was discussed in 7. Each of them contributes to the architecture of the controller
and to its engineering process. Steps 1, 2 and 3 reflect how the application of the
patterns affects the runtime architecture of the control system, whereas the 4th pattern
application affects the development process of the control system:

1. The MetaControl pattern prescribes the division of the control system into two
subsystems, for the different concerns of producing appropriate action on the
application domain, and adaptation action over the control itself.

2. The Functional/Structural Metacontrol pattern structures the metacontrol sub-
system as two layered loops, one of them devoted to the control of the con-
troller’s structure and the other one to its functionality.

3. The Epistemic Control Loop pattern organises the operation of both loops around
a model that contains the knowledge about the structure of the system in terms of
components and how they realise the functions. The application of this pattern

2This is indeed a manifestation of the old philosophical duality of structure/function; note than in OM
we are able to decouple both to improve system autonomy.

167



Chapter 9 The Operative Mind Architecture

renders a model-based metacontroller in which the metamodel determines its ca-
pabilities, in line with approaches in self-adapting software such as [43, 53, 48],
already presented in 5.2.

4. The Deep Model Reflection pattern prescribes the form of the run-time model
used by the metacontroller and how it is obtained. The metacontroller model
must conform to the TOMASys metamodel. This way, if a transformation
model is defined from the engineering modelling language of the controller (the
domain control subsystem) to the TOMASys metamodel, the run-time model
could be obtained by direct transformation from that engineering model, as ex-
plained in the description of the DMR pattern (page 128).

168



9.1. An Architecture for Metacontrol

engineering

runtimeengineering

runtimeengineering

runtimeengineering

runtimeengineering

runtime

MS

CS

Plant

MS
Functions Layer

Components Layer

FL

MP C

T

E

CL

MP C

T

E

Engineering 
Model

knowledge

spec

control engineering

Control System

Plant

req

Plant

Metacontrol 
Subsystem

transformation

1. Pattern
    MetaControl

2. Pattern
    Functional Metacontrol

3. Pattern
    Epistemic
    Control Loop

4. Pattern
    Deep Model
    Reflection

MS

FL

MP C

T

E

CL

MP C

T

E

Control System

CS

Plant

Patterns
MC
FM

Patterns
MC

Patterns
MC
FM
ECL

CS

Plant

Run-time 
ModelOM 

Architecture
(MC, FM, ECL, DMR)

OM metacontrol engineering

control engineering

Figure 9.4: Progressive application of the four patterns for self-awareness to the engineering
of a control system. The top left box depicts the traditional engineering of a control system,
whereas the bottom box shows the engineering with the OM framework. Dotted arrows in
between boxes represent the stepwise application of the design patterns.
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9.2 Instrumenting the Domain Controller

The OM Metacontroller interacts with the domain control system by monitoring (sen-
sory input) and reconfiguring it (action output). The raw monitoring information avail-
able, as well as the reconfiguration actions that are possible, depend on instrumenting
the implementation technology of the control system, i.e. its component platform
[119]. For that reason, in order to maintain the OM Metacontroller independent of the
domain platform, an interface that defines the monitoring and reconfiguration signals,
the MetaInterface, has been specified. An adapter module is thus necessary to adapt
the available domain infrastructure to the MetaInterface: the Meta I/O module. It plays
the roles of the sensors and the actuators for the OM Metacontroller, as defined by the
ECL pattern (page 120).

OM Metacontroller

Running control system

MetaInterface reconfiguration 
signal

monitoring 
signal

Meta I/O

filter signal effect signal

Figure 9.5: The signals between the OM Metacontroller and
the Meta I/O module that are specified by the MetaInterface.

9.2.1 Meta I/O Operation

The Meta I/O module is strongly tied to the infrastructure provided by the platform
of the control system, and so the OM reference architecture only prescribes which
behaviour it must exhibit as a black box component. A concrete design for the internals
of this module is presented in 11.4.2, in which the ROS implementation developed for
the testbed of this work is described3.

Regarding its monitoring function, the Meta I/O gathers all instantaneously avail-
able information about the relevant components of the system and sends it periodically
to the Metacontroller. Which components are relevant for monitoring is decided by
the OM Metacontroller based on the knowledge of the components involved in the

3ROS (Robot Operating System) is a state of the art component platform for robotic applications. Note
that OM is general and not necessarily tied to ROS-based control systems. The ROS platform is used in this
thesis as a case study.
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functions defined by the model of the control system4. It can use the filtering to com-
mand the Meta I/O to filter-out information about certain components, e.g. to save
bandwidth, or to actively gather information about the absence of other important
components. More complex attentional mechanisms could be incorporated.

With respect to its reconfiguration function, the Meta I/O receives from the OM
Metacontroller asynchronous commands to reconfigure the control system. These
commands are only issued by the metacontroller when they are required. The com-
mand consists of a set of actions over components and their connections. The Meta
I/O reports back about the execution of each of those actions through the effect sig-
nal, whether they have been successfully completed, they are still under processing,
or they could not be completed.

9.2.2 MetaInterface

The signals exchanged between the Meta I/O and the Metacontroller modules are spec-
ified by the MetaInterface, which defines the interface that the infrastructure of the
control system must expose to the OM Metacontroller. This interface can be divided
in two, according the monitoring and the reconfiguration services it provides.

Monitoring interface

There are two data flows involved in the monitoring of the control system:

Monitoring signal: contains the monitoring information with the state of the com-
ponents in the system. It consists of a vector of Component Observations:

monitoring signal:= {comp_obs1,comp_obs2, . . .}5

A Component Observation is a data structure that contains information about
the instantaneous state of a component of the control system. It can be con-
sidered as a “normalised” reading of monitoring data, since it only includes di-
rectly observed quantities, without any additional knowledge about the control
system, and it is independent of the technology of that component, contrary to
the reading directly provided by the platform-specific signal from the platform
instrumentation.

A Component Observation contains of the following elements:

• name of the component, which identifies it in the system.

• parameters: it is a vector containing pairs (param_name,value), with the
information of the values of the parameters of the component.

4note that some components and functions may be left out of the model, because they are not to be
controlled by the metacontroller.

5 EBNF-like syntax is used to define signal and data-structures in OM
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• ports: a vector containing information about the ports of the component.
Each entry contains the port name, its directionality, the connector it is
connected to and its type.

• log: it is a string containing the latest log entry produced about the com-
ponent, i.e. any information not fitting in the previous fields and admitting
to be stored as a string.

Monitoring information about the connectors between the components is im-
plicit, embedded in the ports section of each Component Observation.

Filtering signal: it contains two vectors: one with the names of the components
about which information is required, the other with the names of the compo-
nents about which information shall be omitted, not being of interest at that
moment for the OM Metacontroller.

filtering signal :=
[

observe := {comp_name1,comp_name2 . . .}
omit := {comp_namea,comp_nameb . . .}

]

Reconfiguration Interface

The Reconfiguration Interface defines the signals that are interchanged between the
OM Metacontroller and the Meta I/O for the execution of reconfiguration actions.

Reconfiguration signal: it is sent from the Metacontroller to the Meta I/O module.
It is a command consisting of a set of reconfiguration actions to be executed on a
corresponding set of components. Each action is defined by a unique identifier,
a type that identifies its nature, and a set of arguments.

reconfiguration signal:= {action1,action2, . . . ,actionn}
action := (action_id, type,args{(arg1_name,value), . . .(argn_name,value)})

The nature of the actions is described later in the component action vocabulary.

Effect signal: the reconfiguration interface includes a feedback signal from the Meta
I/O module to the OM Metacontroller, to inform it about the state of execution
of the commanded actions.

effect signal := {(action_id,action_status), . . .}
action status ∈ {PROCESSING,SUCCESS,FAILURE}

9.2.3 Component Action Vocabulary

The action vocabulary is the set of primitive actions the OM Architecture defines for
the reconfiguration of components. They are:

LAUNCH: initialises and starts the execution of a component.

RESUME: resumes the execution of a component which is initialised.
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STOP: halts the execution of a component, which maintains its configuration but
loses its internal state.

PAUSE: suspends the execution of a component, which maintains its configuration
and internal state, but produces no output.

KILL: stops and removes a component from the system.

RESET: puts the component in the default configuration (the factory one, not neces-
sarily the one we want it to operate with).

CONFIG: changes the configuration of a component: parameter values and port con-
nections.

Each of these types of actions takes a different number of arguments. The action
types RESUME, STOP, PAUSE, KILL and RESET take a single argument, which is
the name of the component to act upon.

The LAUNCH action takes as arguments:

• a vector of strings containing the deployment information for the component
that is to be launched in each element:

– the name of the Component Class to be deployed,

– the place where to deploy it, typically a computation node.

• a Component Specification data structure, which contains the configuration in-
formation:

– a vector of (param_name/value) pairs with the values for the component’s
parameters,

– a vector of (port_name/connector) pairs with the connections to be set
for the component.

The CONFIG action takes two arguments:

• the name of the component to be reconfigured,

• a Component Specification data structure with the new configuration for the
component. It only contains (name,value) pairs for those parameters and ports
that need to be modified.

This vocabulary could be extended with other possible commands, such as:

SELF_TEST: to initiate a testing process in a component so that it sends current
information to the monitoring infrastructure. A pro-active sensing.

CHECKPOINT: Save a copy of the state to recover it sometime in the future. This can
be used for a pro-active perception of the internal state of the component
too.

TRACE: Use logger component to trace the behavior of the component. A parameter
can be the trace level. This is another “attentional” mechanism affecting the
bandwidth of the input for the perception of the log of the component.

173



Chapter 9 The Operative Mind Architecture

MOVE: to re-deploy a component somewhere different without losing its state.

REPLACE: Ask to negotiate with other component the exchange of roles in a system.

9.3 OM Metacontroller

The OM metacontroller is a model-based cognitive controller, as they have been pro-
posed in our principled approach presented in section 6.1.2. Its goal is to maintain
the functionality of the control system. For that it keeps a representation (the OM
Model) of the functional state of the control system and analyses it to decide if a re-
configuration action is required. The model is constantly updated with the monitoring
information coming from the Meta I/O module. The reconfiguration action is gen-
erated using the design knowledge about the control system that is contained in the
model, and implemented by commanding the Meta I/O module. It may involve the
activation of new components, the elimination of extant ones, and/or, most commonly,
the re-configuration of the components, by changing the values of their parameters
and/or their connections to others.
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Figure 9.6: The main elements of the internal structure of the OM Metacon-
troller. Both the Components and Functional loops follow the ECL pattern.
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9.3.1 Epistemic Control Loops for metacontrol

The OM Metacontroller is organised according to the ECL pattern: the perception,
evaluation and control activities are integratd and coorditaned through the central OM
Model. However, it does not consists of a simple ECL unit. The OM Metacontroller
consists of two layered control loops, following the Functional Metacontrol pattern.

The upper loop, the Functional Loop, has the target goal of achieving the root ob-
jectives of the autonomous system. The lower layer, the Components Loop, functions
as a servo-controller, trying to maintain the configuration of the system compliant
with that commanded from above. Each loop is an ECL unit that exploits a shared
TOMASys model of the control system. Their operation is detailed in sections 9.4 and
9.5.2, which discuss the details of their perception, evaluation and control activities.

Note that the Components Loop is a feedback loop —i.e. it is always late in its
response—, reacting to components’ failures or undesired states. However, the Func-
tional Loop can be feedback, reacting to current functions’ failures, but also anticipa-
tory, correcting in advance functions’ failures that are not present but predicted from
the causal relations in the functional hierarchy.

9.3.2 OM Model

The cornerstone of the operation of the OM Metacontroller is the Model of the control
system: it is the knowledge exploited according to the Epistemic Control Loop pattern.
The OM Model is an integrated model of the functions and components of the con-
troller, and is shared by the Functions and Components loops. The OM Model consists
of data structures that contain static and dynamic information about the operation of
the control system in terms of its functional and components structures.

On one hand, it is a symbolic representation that conforms to the TOMASys meta-
model, which provides the domain ontology knowledge for the OM Metacontroller. It
defines the entities that exist in the plant —i.e. functions and components— their prop-
erties and relations —i.e. parameters, ports, connections, solve and require relations—
and the basic semantics for them.

On the other hand, the OM Model is organised according to the ECL Knowledge
Repository design pattern for cognitive controllers compliant with the ECL pattern.
This structural pattern organises the elements in a repository for their use in an ECL-
based controller. In addition, the KR pattern defines semantics for the model elements
for the ECL controller (in this case the OM Metacontroller) to operate with them in
the control loop. These semantics are specified by the ECL Metamodel.

We can represent these considerations about the OM Model in a metamodelling
relation in which any OM model conforms to the OM Metamodel, whose elements
inherit properties from both the TOMASys metamodel and the ECL Metamodel (see
figure 9.7). This way the Model in an OM Metacontroller integrates the operational se-
mantics and organisation specified by the ECL Metamodel and the Knowledge Repos-
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itory pattern, with the domain ontology and semantics about autonomous system or-
ganisation and directiveness defined by the TOMASys metamodel.

OM Model

< conforms-to >

TOMASys ECL 
Metamodel

OM Model

< conforms-to >

TOMASys ECL 
Metamodel

OM Metamodel< conforms-to >

Figure 9.7: The metamodelling approach enforced by the ECL KR pattern as it
has been applied in OM to produce the OM Metamodel.

ECL Knowledge Repository and Metamodel semantics

Let us start by briefly discussing the ECL KR pattern. The ECL Knowledge Repository
is a pattern that structures the Model of an ECL unit as a repository (KR) of data
structures that contain symbolic representations of the plant.

The elements of the Knowledge Repository are knowledge atoms or simply atoms ,
and other conceptual quantities corresponding to simpler pieces of information.

knowledge atom: atomic piece of data in the KR . It is a chunk of information or
knowledge characterised by having semantics for its perception and evaluation.

There are two types of of atoms in the Knowledge Repository :

state atom: is an atom of knowledge that describes the state of an instance in the
plant, be it actual or desired, e.g. a goal. This instance can be as simple as a
single quantity or variable, such as the temperature, or as complex as a complete
entity, e.g. an obstacle, in which case the state atom may include several fields,
e.g. geometric position, size, colour, etc., for representing the relevant quantities
of the entity. These fields containing the instantaneous state of the atom are
domain dependent and they are specified by the type of the state atom if known,
which is a concept atom.

concept atom: contains static, long-term knowledge about the entities in the world
and their properties, or procedural knowledge about actions. This way, concept
atoms contain the implementation of the semantics for the types of entities in
the plant, for example by defining methods like the following:

• recognise(atom) gives a value related to the membership of the atom ele-
ment passed as parameter to the type of entity defined by the knowledge
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atom.

• measure(atom1, atom2) contains the metrics for comparing two entities.
If they pertain to the same type of entity, and their state is measurable,
the difference between them is given, in addition to a measurement of that
difference in the real interval [0,1] with 0 representing the case the two
atoms are identical.

Knowledge Database

long-term
knowledge

instantaneous
knowledge

state atom

concept atom concept atom

state atomstate atomstate atom

estimated statestate atom

Figure 9.8: The entries in an
ECL Knowledge Repository

According to these two basic types of entries, the knowledge in the KR is divided in
two parts:

instantaneous information: it includes information about instances in the plant. It
consists of state atoms and associated entries. They may refer to the current state
of the plant, a past one or predictions of future or hypothetical states and enti-
ties. It encompasses the two packages of knowledge usually named in cognitive
architectures as the immediate experience and short term memory. Information
about the current course of actions is also part of the instantaneous information
stored in the KR.

long-term knowledge: it is made of the concept atoms. It contains more permanent
information about the types of entities that exist in the plant, their properties
and their behaviour. The long-term knowledge also includes procedural knowl-
edge: types of actions, inverse models about actions’ effects, and algorithms
and domain heuristics related to action decision and planning.

The knowledge repository contains two static elements that are fundamental in the
operation of the ECL unit:

Estimated State: it is the set of state atoms that account for the representation of the
current state of the plant.

Goal: it is a set of state atoms that represent the desired state of the plant that the ECL
unit is designed to achieve or maintain.
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Domain-specific semantics for evaluation need to be provided so as to measure the
difference between the estimated state and the goal , or error signal .

Following we present the definition of the KR elements and their semantics that
we have developed for the domain-specific case of the OM Model.

OM Model elements

Considering the OM Model a particular case of an ECL KR repository, its elements
are particular instances of the TOMASys elements, extended with the operational se-
mantics discussed before.

OM Model

instantaneous
knowledge

long-term
knowledge

Functional 
Hierarchy Configuration

C2 : ComponentClass
fd2 : FunctionDesign

C1 : ComponentClass
fd1 : FunctionDesign

functions components

f2 : Function
f1 : Function

Figure 9.9: The elements in the OM Model.

This way, in the OM Model the state atoms in the instantaneous knowledge
are instances of the following OM Metamodel elements: OMComponent, OMPort,
OMParameter, OMObjective and OMFGrounding, which inherit their properties from
the corresponding TOMASys elements. They represent the current configuration
and functional hierarchy of the autonomous system.

Correspondingly, the long-term knowledge contains instances of the following
conceptual atoms : OMFunction, OMFunction Design, OMRole, OMComponent-
Class, OMParameter and OMPortProfile. The autonomous application-specific knowl-
edge is captured in the TOMASys Application Domain Model discussed in page
140. These metamodelling relations are identified in figure 9.10. The OM Model
contains not only information about the elements that conform the control system,
but also semantics for them. Part of these semantics are embedded in the OM Meta-
model, but another part is defined for the concrete system. These semantics include the
TOMASys Application Domain Model, but also rules for perception and action related
to the ECL-based operation of the OM Metacontroller. For example, the rule that two
components are of the same ComponentClass if they have the same profiles of ports
and parameters reifies a perceptive function for categorization. The rule to decide if
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two OMComponent atoms correspond to the same component in the control system,
for example if the values for their parameters and ports are the same, corresponds to
a possible perception function of identification. Using the mismatches between two
components can be used as an evaluation function to check if an OMComponent
atom satisfies an OMComSpec.

OM Model

TOMASys ECL Metamodel

OM Metamodel

semantics for the 
specific application 

control system

default semantics 
for the domain of 

components

Application-Domain 
Model

ECL operational 
semantics

< implements >

< refines >

Figure 9.10: Metamodeling relations of the OM Model. The OM Metamodel
implements default semantics for ECL operations, and also for the TOMASys
ADM. These semantics can be further refined in the concrete OM Model for the
autonomous system.

The knowledge in the OM Model is divided in terms of elements that represent
the functional design of the system, used by the Functional Loop, and elements that
capture its grounding in terms of components, which is the responsibility of the Com-
ponents Loop. A more detailed explanation of how each one of the loops uses its
corresponding part of the Model is given in the following sections.

OMComponentSpecification: linking Functional and Components loops. A spe-
cial element, with no corresponding TOMASys counterpart, has been added to the OM
Metamodel: the OMComponentSpecification (or OMCompSpec for brevity). This el-
ement encodes the specification of a configuration for a component. It encapsulates a
specification of the properties of the component that corresponds to its configuration,
i.e. port connections and parameter values, and not to its internal state. It includes
two additional properties: a compliance(spec, s) function, that defines the semantics
to compute for a given OMCompSpec atom spec, if it is satisfied by another atom s,
which can be either another specification, or an OMComponent representing an actual
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component in the system. Let us remember that a TOMASys role defines a template
specification of a component that participates in a Function Design. In the binding
when the Function Design is grounded, that templatized specification corresponding
to the role is given concrete values and becomes an actual specification. This is what
is represented in the OM Metamodel by the OMComponentSpecification modeling
element.

status : {ACHIEVED, ERROR}

compliance(spec1,spec2) [default] = 

OMComponentSpecification

parameters : OMParameters[]

type : OMComponentClass

ports : OMPorts[]

if spec1.type != spec2.type
   return 0
if spec1.ports[] != spec2.ports[]
   return 0
if spec1.params[] != spec2.params[]
   return 0
else
    return 1

Figure 9.11: Properties of
the OMComponentSpecifica-
tion metamodel element.

The OMCompSpec allows to decouple the Components and the Functional loops
(figure 9.12). On one hand, the goal of the Components Loop is defined by a set of
atoms instances of OMCompSpec, which represent a desired reference configuration
of the system. At runtime, the OM Metacontroller updates the status of these specifi-
cations by evaluating if the estimated state of the configuration of components in the
system satisfies it (arrow lines from the atoms in the Components Configuration Esti-
mated State to the specifications in the Components Goal). On the other hand, at the
Functional Loop, within the bindings defined by the function groundings in the Func-
tional Hierarchy, the roles have as realisers the OMCompSpec instances that compose
the Components Loop goal.

Functional Hierarchy
Estimated State

Components Configuration 
Estimated State

Components Goal

bindings =

fg1 : FunctionGrounding

fg0 : FunctionGrounding
bindings =

b3 spec3r03

spec2

spec1

realiser

r02b2

role
r01b1

role
spec4r1b4

realiser

spec1 : OMCompSpec

spec2 : OMCompSpec

spec 3 : OMCompSpec

spec4 : OMCompSpec

odometry
: OMComponent

map_server
: OMComponent

sicklms
: OMComponent

amcl_node
: OMComponent

Figure 9.12: The specifications in the Components Goal relate the estimations
of the actual components in the system with the roles they fulfil in the functional
hierarchy.
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ExampleOM Model of the localisation subsystem

The OM Model of the localisation subsystem contains elements that represent
the configuration of components and the functional hierarchy as described in the
examples of chapter 8. They are shown in figure 9.13

The ECL semantics are provided by the information corresponding to the
TOMASys Application Domain Model.

fg1 : 
OMFunctionGrounding

o1 : OMObjective

o0 : OMObjective

fg0 : 
OMFunctionGrounding

requires

realises

realises

Functional
Hierarchy

f1 : OMFunction

fd_loc : 
OMFunctionDesign

fd_laser : 
OMFunctionDesign

f0 : OMFunction

solves
realisation

requires

solves
realisation

odometry
: OMComponent

map_server
: OMComponent

sicklms
: OMComponent

ports = 

amcl_node
: OMComponent

laser
: OMComponentClass

odometry
: OMComponentClass

map_server
: OMComponentClass

localisation_module
: OMComponentClass

es
tim
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Figure 9.13: Example: OM Model of the localisation subsystem.
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9.4 Components Loop

The Components Loop is an ECL unit that targets as goal a certain desired config-
uration of the control system. To achieve it, the Components Loop senses the cur-
rent system configuration using the Monitoring interface of the Meta I/O module, and
manipulates the current configuration of components using the Reconfiguration Inter-
face. The Components Loop follows a feedback schema and its operation consists of a
periodic executive cycle of sequential ECL activities: perceive→ evaluate→ control.
In this section we describe the different ECL processes involved in the Component
Loop operation, which are sketched in figure 9.14.

OM Model

g0 : ComponentsGoal

spec2 :

spec1 :

long-term knowledge

cclass2 : OMComponentClass

cclass1 : OMComponentClass

Components Configuration 
Estimated State

c2
: OMComponentc1: 

OMComponent

monitoring
signal

Perception

filter signal

Control

Evaluation error signal

reconfiguration 
signal

Meta I/O

effect signal

Reconfiguration Plan

a2 :
Reconfiguration Actiona1 :

Reconfiguration Action

External 
Perception

Proprioception

plan update

re-plan

execution

Figure 9.14: Basic model elements, processes and flows of information in the
Components Loop.

9.4.1 Components Model

The knowledge exploited by the Components Loop are instances of elements in the
OM Metamodel that inherit from TOMASys organisational elements: Components,
Connectors, Component Classes, etc.

Components Goal: the goal of the components loop is a set of component speci-
fications, which represent the desired configuration of the control system <
spec1,spec2, . . . ,specn >

Each specification is an atom instance of the OMComponentSpecification
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The Components loop works as a servo-controller acting to make the estimated
configuration of components coincide with the one specified in its goal.

Estimated State: the estimated state in the Components Loop is a TOMASys configuration
of components: < component1,component2, . . . ,componentn >, representing
the current state of the components of the control system.

Long-term knowledge consists of concept atoms that are instances of the OMCom-
ponentClass, and other atoms that define their properties, e.g. instances of OMPort-
Profile and OMParameterProfile. These atoms define the properties of the components
in the autonomous systems: their parameters, the ports they expose, and their error
models.

The OMComponentClass provides a default failure model for components. It
specifies that if any of the connectors of the input ports has no components connected
with an OK status (i.e. the component is not receiving any of its required inputs), or
an internal failure has arisen, then the component is in FAILURE. This general failure
model may be overridden if a particular one is defined in the OMComponentClass
atom of the component.

In the OM Metamodel, TOMASys elements have been augmented with seman-
tics for perception and evaluation. These will be discussed later when presenting the
perception and evaluation activities performed in the Components Loop.

ExampleRepresentation of a laser sensor in the OM Model
Let us detail the representation of one of the components of the localisation sub-
system, for example the laser sensor.

The state atom sicklms encapsulates the information about the instantaneous
state of the laser sensor:

log = -empty-

status = OK

ports = 

parameters =

type = laser

sicklms : OMComponent

value = 19200

profile = baudrate

bd:OMParameter

connector = scans

profile = scan

scan_out:Port

value = "/dev/ttyS0"

profile = uri

device_port:OMParameter

Figure 9.15: Example: the estimated state of the laser sensor.

The knowledge about the characteristics of the sensor, e.g. the types of its
parameters and ports, its failure models, is coded in the concept atom laser:
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laser : OMComponentClass

fm(laser_comp, log) = 

ifm(laser_comp, log) = 

portProfiles = 

parameterProfiles =

availability = AVAILABLE

measure() = ...

baudrate:OMParameterProfile

type = "double"

measure(a,b) = 

quantity = "scanReading"

direction = OUT

scanPort : OMPortProfile

allowedValues = [0.20, 10]

measure() = ...

scanReading : Quantity

measure() = ...

uri:OMParameterProfile

type = "string"

if a.direction == b.direction
    return 0
else
    return 1

recognise(aclass, acomp) [default] =

measure()

fm() : {OK,ERROR}

portProfiles

availability

ifm() : {OK, ERROR}

OMComponentClass

parameterProfiles

if acomp.ports.type[] != aclass.portProfiles[]
   return FALSE
else
    return TRUE

if log == "device disconnected"
        or log == "initialize failed"
   return laser_comp.status = ERROR

if log == "device disconnected"
        or log == "initialize failed"
   return laser_comp.scanPort.status = ERROR

Figure 9.16: UML-like representation of the conceptual atom that stores the knowledge about
the robot’s laser sensor.

The ifm and fm failure models that the laser OMComponentClass implements
are those described in the example about failures models in page 149.

An example of application-domain metrics is shown in the scanPort concept
atom. This element encodes the knowledge about the output interface of scan
range sensors.

For the moment, the Application Domain Model is basically limited to infor-
mation about the organisation elements (concept atoms of type OMComponent-
Class).

9.4.2 Components Perception

At the beginning of each operation cycle, the Components Loop updates the estimated
state and the availability of components in the system. The first objective is achieved
using the Meta I/O monitoring, whereas for the second one the effect signal is also
used. From a cognitive control point of view we could talk of two different perceptual
activities: external perception in the first case, and proprioception in the second.
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External perception

The external perception process updates the estimated state in the Components Loop
at each cycle, using the monitoring signal incoming from the Meta I/O. This process
follows the perception model of López [90], depicted in figure 9.17.

According to López’s model, the perceptive process of an autonomous system
analyses the values of environment magnitudes arriving to the sensors, which is called
proximal stimulation, and generates a representation in the system, i.e. a percept.

The perceptive process identifies and characterizes the presence of certain entities
in the environment. These entities concepts that are relevant for the objectives of the
system, and are called referents of the perceptive process. When an instantiation of a
referent is identified in the environment and characterized, it is conveyed to the system
through the representation system as a perceived object or percept.

Referents usually cannot be sensed directly, but inferred from a series of patterns
in the proximal stimulation input which are singular to them. These are called the
singularities.

A generic perceptive process will then present two phases. First, identifying sin-
gularities in the proximal stimulation, and then associating them to the existence of
instantiations of the referents in the environment. The first phase shall be called prox-
imal information processing. The second, cognitive information processing.

 
4.3. SUBPROCESSES OF PERCEPTION 

  
Referents may be highly abstract concepts in some systems (e.g. beauty, wisdom, etc.), so that 

they cannot be directly sensed, but inferred from a series of characteristics in the current state of the 
environment which are singular to them. These shall be called generically singularities, a 
generalization of other concepts used for biological and artificial systems (cues, invariants, features, 
geons). 

A generic perceptive process will then present two phases. First, identifying singularities in 
the proximal stimulation, and then associating them to the existence of instantiations of the referents 
in the environment. The first phase shall be called proximal information processing. The second, 
cognitive information processing. 

 

 

Figure 2: Phases of a perceptive process and related concepts. Over the arrow the generalized concepts considered here 
are indicated. Below, particular, related notions extracted from the literature. 

 
The singularities considered by a perceptive process determine its capacity to perceive in the 

same way as referents. Abundant and developed singularities may contribute to more efficient 
cognitive information processes, while few and primitive singularities may result insufficient to 
perceive.  

It is worth mentioning that singularities in some artificial and biological systems are detected 
immediately by the sensors. Some sensory systems, such as the human eye for example, react to 
certain events in the proximal stimulation which stand for singularities (e.g. movement). This is the 
foundation for theories like the ecological approach [2], in which cognitive information processing 
is neglected. 

 
4.3. PERCEPTION IN TIME 

 
We have seen that, in general, a perceptive process performs operations of two kinds, directed 

to detecting singularities in the proximal stimulation, and inferring the presence of objects in the 
environment from them. During the evolution of a system, perceptive processes in time may adopt 
many forms, depending on the topology of the functional structure, the capacity of the system, the 
current objectives, etc.  

Thus, a perceptive process will not always result in a sequence of a proximal and a cognitive 
information phase. It may require several phases of either. For example, several phases of proximal 
information processing in order to refine the analysis of a proximal stimulation, or to obtain 
singularities from a sequence of stimulations.  

Figure 9.17: Phases and main elements of a perceptive process, from [90].
Over the arrow López’s terms are indicated. Below, alternative terms from the
literature.

In an OM Metacontroller, the sensory processing is performed at the Meta I/O,
and results in the component singularities that conform the monitoring sugnal. The
external perception thus consists of the cognitive perception, in which the monitoring
signal is processed to identify in it the components of interest in the system, which are
the referents of the perception process. These referents include the OMComponent
atoms in the currently estimated state, the OMComponentSpecification instances in
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the Components Goal, and the OMComponentClass concept atoms corresponding to
both sets.

For each component observation in the monitoring signal the process results either
in an update of the information of one of the components already in the estimated state,
or in the generation of a new OMComponent entry in the estimated state. The external
perception follows the following activity flow:

1. Update referents with the components in the estimated state and in the current
Components Goal. Additionally, a filtering signal is produced from the refer-
ents, containing the names of the referents, and it is sent to the Meta I/O.

2. For each Component Observation (CO) in the monitoring signal, the following
actions are performed:

(a) Identification: identify if the singularity corresponds to one of the referent
instances. For this, the identification model for Components is used.

(b) if the Component Observation is identified as corresponding to a Compo-
nent in the estimated state, that Component is updated with the information
in the singularity.

(c) if not, then:
the observation is matched against the OMComponent lass atoms corre-
sponding to the classes of the referents using their recognition model. If
the singularity is recognised as corresponding to a component instance of
one of the classes, then a new OMComponent instance of that class is
added to the estimated sate, and filled with the information of the singu-
larity.

Proprioception

The effect signal containing the feedback about the execution of reconfiguration ac-
tions is asynchronously received from the Meta I/O. These feedbacks are buffered and
processed in each cycle of the Components Loop after the monitoring signal. Two
different perception activities are performed over the different feedbacks contained in
the effect signal:

• The status of the reconfiguration actions issued is updated according to the feed-
back, e.g. if an action has been successfully completed, or if its execution has
failed; this process is described in detail in page 189.

• The feedback information about the failure of an action usually conveys infor-
mation about the component over which the action was performed. For exam-
ple, if the execution of a LAUNCH action over a component could indicate that
its corresponding Component Class is no longer available. The OMCompo-
nentClass extends the ComponentClass, adding an availability() function to
it, which adds more knowledge about the class of component, in addition to
the error models already defined by TOMASys. This function takes as input
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the entries in the effect signal corresponding to components that are instances
of the OMComponentClass, and associated log information in the monitoring
infrastructure, and updates its status of availability accordingly.

9.4.3 Component Evaluation

After an estimation of the current state of the system configuration is obtained in the
perception process, the state of achievement of the Component Goal is assessed ac-
cordingly. Let us remember that the Goal of the Component Loop consists of a set of
OMComponentSpecification atoms, which encodes a desired configuration of com-
ponents in the control system. The complies() functions of the specifications are used
as evaluation policies to determine, for each OMCompSpec, when an OMComponent
atom in the estimated state fulfils it.

The set of evaluation policies is computed at the functional level from the com-
pliance functions of the roles that define the desired configuration. This is explained
later in section 9.5.3.

The evaluation process can be decomposed in two steps:

1. Firstly, an error signal is computed as the difference between the estimated state
and the Component Goal. For this measurement metrics for components are
defined in the domain application model, included as measure(c1, c2) func-
tions in each OMComponentClass, which output the differences between two
OMComponent atoms.

2. Assess the fulfilment of the Goal according to the difference, by using the eval-
uation policies for each specification in the goal.

Error Signal

For the computation of the error signal, specific metrics for the domain of components
are provided in the OM Metamodel as part of the TOMASys Domain Application
Model. Besides, the Difference metamodel element has been added to account for
distances between instances of the Organisational elements of TOMASys. A Differ-
ence knowledge atom represents the relation between two atoms of the same type, for
example a parameter, being the one corresponding to the Component in the goal the
origin, and the one in the estimated Component the end point. The Difference also has
the attribute n_diff, which is a numerical value of the difference in the range [0..1].
The n_diff is determined by metrics for that element defined in the application
domain model.

The error signal is a vector that contains one element per each entry that specifies
a component in the component goal. Each element can be either null if there is a
component in the estimated state that fulfils the goal, or a Component Difference
otherwise.
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error_signal =<ComponentDi f f erence1, . . . ,ComponentDi f f erencen >

if there are n component specifications in the goal.

A Component Difference is a data structure consisting of a vector of differences
between the specification and the component in the estimated state that is considered
to correspond to that specification.

Supposing that there are m differences in between the ith component specification
and its corresponding component in the estimated state:

ComponentDi f f erencei =< di f f erence1, . . . ,di f f erencem >

Evaluation

For each specification in the current goal, the associated Component Difference with
the estimated state is evaluated according to the evaluation policies provided with the
specification. The evaluation policies are functions:

eval : C→ [0,1]
that define for each component if it fulfils the specification (C is the set of all compo-
nents).

A very simple example of evaluation policy could define that if there is any dif-
ference, as obtained in the error signal using the domain metrics, then the component
does not comply with the specification (eval = 0).

A more complex example of evaluation policy could use the sum of the numerical
differences obtained between the component and the specification, and compare it
with a certain threshold value, below which the specification would be considered
as achieved (eval = 1). This evaluation policy can be formalised with the following
equation: ∆i = ∑k δk ·wk

if ∆i ≥ σ → the specification is not achieved

where:
∆i is the numerical value computed for the ComponentDifference of the ith component
specification
δk is a numeric value for each Difference entry in the ComponentDifference (provided
by the Component Metamodel)
wi is a weight defined by the evaluation policies of the specification
σ is the threshold defined for component specifications

The result of the evaluation processes is a set of evaluations that contains, for each
specification in the components goal, a status value ∈ {OK,ADDRESSED,ERROR}
that defines if the specification is achieved, and an error signal, which is used in the
control process to compute corrective reconfiguration actions.

The status of an specification can be OK if it is achieved, ADDRESSED if it is not
but there is an ongoing action to achieve it, or ERROR if it is not achieved.
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ExampleHere is an example of the evaluation of an entry in the specifications of the
Components Loop goal that specifies a laser component in the desired configura-
tion. It is depicted in the specification on the right, whereas the corresponding
entry in the estimated state is shown on the left.

c1 : Component
name ’sicklms’
type laser
ports scan
parameters baudrate = 19200

cs1 : ComponentSpecification
name ’sicklms’
type laser
ports scan
parameters baudrate = 19000

Let us consider that for the Parameter Profile baudrate we define domain
metrics such that the numerical difference is 0 only if the two values of the baudrate
parameter are equal, and it is 1 in any other case. The corresponding entry in the
error signal vector would be:

ComponentDifference
param. - baudrate n_diff = 1

The evaluation of c1 according to the specification cs1 —following policies like
those previously described— would be:

∆i = ∑k δk ·wk = 1 ·0.1 = 0.1→ specification not achieved
where:
δk = 1 the difference corresponding to the baudrate parameter
wi = 0.1 given than a different baudrate may not be acceptable
σ = 0.1 is the default threshold for component specifications

9.4.4 Components Control

The Component Loop computes, at each cycle, a control action that is the reconfigu-
ration signal sent to the Meta I/O module. The reconfiguration required may involve
different actions over different components. These actions may not be independent
one from another; e.g. the reconfiguration of a component may require that those
components using its outputs shall be restarted afterwards. That is, reconfiguration
actions shall be executed following a plan.

For this reason the Component Loop uses an action-planning pattern to compute
and execute its control action.

At each cycle, the control process takes as input the current error signal, and com-
putes a reconfiguration plan. Then it sends the reconfiguration command to the Meta
I/O module.

The reconfiguration plan stored in the Components Loop consists of a set of Re-
configuration Actions. Each action is computed for one of the specifications and may
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require other actions.

Reconfiguration 
Plan

type

specification

status

Reconfiguration 
Action

requires

Figure 9.18: UML class diagram showing that the Reconfigu-
ration Plan is composed of Reconfiguration Action atoms.

The control process then involves three activities: reconfiguration plan update,
re-plan and action execution. Following we describe step by step the whole process.

1. First, the action feedback is processed, and the status of the actions in the reconfig-
uration plan is updated accordingly (see figure 9.19):

• if a success is received for an action a1:

– the action is eliminated from the current plan.

– the action is eliminated from the set of required actions of those that re-
quire it.

• if a failure is received for an action:

– the action is eliminated, and the associated specification status becomes
ERROR.

– all the actions required by a1 and requiring a1 are canceled and eliminated
from the reconfiguration plan.

2. Re-plan: the error signal is processed to compute new actions and include them in
the current plan if needed:

• if the specification is achieved, all waiting actions related to it in the reconfigu-
ration plan are cancelled. Any processing actions are allowed to finish.

• if the specification is not achieved and it has not been addressed, a suitable ac-
tion plan is computed. An action plan contains a set of actions that achieves the
specification. To obtain the plan, the inverse model of the Component Class of
the component the specification refers to is used. This inverse model is defined
in the application domain model and specifies the action commands that
can be applied to reduce or eliminate a difference.
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• if the specification is not achieved but it has been addressed, and thus there are
processing or waiting actions in the current plan to achieve it, nothing is done.

State Machine for a
Reconfiguration Action

Waiting

Done 
failure

Processing

[no required actions]

action
feedback received

(fail)

Done 
success

action
feedback received

(success)

/ cancel actions
requiring

(action computed)

(action eliminated)

/ remove from actions
requiring

action
cancelled /  

cancel actions
requiring

Figure 9.19: The different states of a Reconfiguration Action computed, and
the transitions between them.

3. Finally, all those actions in the reconfiguration plan that have left the waiting state
because they do not require any previous actions are added to the reconfiguration sig-
nal and sent to the Meta I/O module.

9.5 Functions Loop

The Functions Loop is another ECL unit on top of the Components Loop, and is
responsible of maintaining the grounding of functions that best fulfils the control sys-
tem’s requirements, i.e. its root objectives.

Functional Goal: the goal of the Functions Loop is to guarantee that the root objec-
tives can be achieved.

To achieve this goal the Functions Loop commands the Components Loop an ac-
tion consisting of a certain desired configuration of components that best fulfils the
root objectives. This desired configuration is a set of Component Specifications
that define the desired configuration for the components of the domain control system.
These specifications define the minimal set of components that grounds all the func-
tions that address the system’s root objectives. The Functions Loop receives as sensory
input from the Components Loop the evaluation of the specifications with the current
estimated state of components. From it the Functions Loop updates the state of the
Functional Hierarchy of the system, assesses how well it achieves the root objectives,
and computes any required design reconfiguration.
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9.5.1 Functions Knowledge

The knowledge exploited by the Functions Loop contains instances of the functional
elements of TOMASys: Objectives, Functions, Functions Designs, Functions Ground-
ings, etc.

Estimated state: the estimated state at the Functions Loop consists of state atoms
representing the instantaneous Functional Hierarchy of the system, and
thus are instances of Objective and Function Grounding metamodel types.

The long-term knowledge at the Functions Loop consists of the functions that
can be grounded in the system to realise its functionality. It thus consists of a set of
Functions Designs, the Functions they realise, and the Roles they define.

The TOMASys model defines some of the semantics for these elements, which
define the perception and evaluation processes at this functional level. These semantics
are complemented with application-specific ones, defined in the domain application
model. They are encoded in the compliance functions of Roles, and the error models
of Function Designs. They are described in the following sections.

9.5.2 Functions Perception

The perception process in the Functional Loop updates the functional knowledge in
the OM Model, both instantaneous and long-termed. It involves two activities: up-
dating the currently estimated state of the system at the functional level, which drives
the behaviour of the Functions Loop, and updating the functional knowledge, which
constrains that behaviour. The estimated functional state drives the behaviour of the
Functions Loop, because it generates control actions to achieve the root objectives.
The functional knowledge constrains that behaviour because the functional ground-
ings decided by the Functions Loop must be realisable, for example because only
available Functions Designs can be grounded.

These perceptual activities take place at the beginning of each cycle in the Func-
tions Loop. Following we describe both.

Estimating the functional state: update the Functional Hierarchy

As previously commented, at the Functional Loop the estimation of the state, obtained
by the perceptual activity, consists of the upstream propagation of the status of the
elements of the Functional Hierarchy of the system. This eventually determines the
state of the root objectives, which is the goal of the loop.

The Functional Hierarchy is a set of Objectives and Function Groundings related
by requires and realises associations, going downstream from the root objectives.
The perception process of the hierarchy thus consists of the partial update of the status
of the elements in the hierarchy considering their internal failure models, and their
integration, as depicted in the activity diagram shown in figure 9.20. The sensory
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input used in this perceptive process is the evaluation produced at the Components
Loop: the status of the component specifications and the associated estimated state of
components.

faults : set of fg
[fg.error()]

set of 
spec.error

Objectives 
Exteroception

FunctionGroundings 
Propioception

updateHierarchyStatus Figure 9.20: Activity diagram
of the update of the Functional
Hierarchy.

Update of the status of the Function Groundings: The status of the ffunction
groundings is updated using the compliance functions of their roles and their inter-
nal failure models (defined in their respective Function Designs), the input being the
updated state of the Components Specifications in the Component Goal, which is pro-
duced by the evaluation at the Components ECL. A default internal failure model can
be used, which consists of the following rules:

• a binding is in error if the component that fulfils the specification, which in
turn plays the Role, is in INTERNAL_FAILURE. This is a default compliance
function for Roles.

• a function grounding is in internal error if any of its bindings is in error.

• additionally, a Function Grounding becomes in PERMANENT_FAILURE
if the Functions Design it realises is UNREALISABLE.

More complex compliance functions and internal failure models could be consid-
ered so, that, for example, transitory error states are ignored, and a Function Ground-
ing does not become in FAILURE unless one of its bindings has been in ERROR for
more than a certain time.

Update the status of Objectives: Some of the objectives in the functional hierarchy
could be observable. For example, in the case of the sample localisation subsystem, a
software instrument can be implemented to detect whether an estimation of the robot
position is computed with the desired frequency. This is the case in which the objective
directly refers to a conceptual quantity in the control system, that is a TOMASys
connector. For an objective to be observable a perception model must be provided
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for the objective function, and the sensing information it requires must be available.
These requirements are application specific.

The case of updating the status of an objective from internal signals that refer to
connectors can be considered as a case of direct observation. There are cases in which
log information of the components that realise the design grounded to achieve the
objective can be used to detect if the objective is being achieved or not. This saves the
implementation effort of building probes. In the case of our localisation subsystem,
the log of the localisation component provides error messages that inform whether an
estimation is being produced or not.

Direct observation: the perception model uses readings of the quantities the objec-
tive refers to.

Indirect observation: the perception model uses other information, for example log
information in the components that interact with the objective’s referred quanti-
ties.

Integration: The integration of the information of the status of Objectives and Func-
tions Groundings is done through their error models, which define their status as a
function of the status of their realiser Function Grounding or their required Objectives,
respectively. It thus consists of an upstream propagation of errors in the Functional Hi-
erarchy.

The following default error models have been defined in the OM Metamodel, im-
plemented as a set of logic rules:

OMFunctionGrounding: a function grounding is in error if any of the objectives it
requires is in FAILURE state.

OMObjective: an objective is in FAILURE if its realising function grounding is in
FAILURE or ERROR status. This error model for objectives is actually implicit
in TOMASys.

Example Functional perception of the laser failure
Let us explain how the perception of the state of the functional hierarchy proceeds,
taking the localisation subsystem and a permanent failure in the laser sensor.

The failure of the sicklms laser component scales up to the function level by
causing its associated OMCompSpec in the Goal to fail. In the Functional Loop
this failure implies the internal failure of the fg1 functional grounding (the only
one in which the laser component realises a role). Then the failure propagates
upwards the functional hierarchy according to the realises associations from OM-
FunctionGrounding atoms to OMObjective atoms, and the requires associations
from OMObjectives to OMFunctionGrounding.
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realises

initial :
Functional
Hierarchy

status = ERROR

fg1 : 
OMFunctionGrounding

status = FAILURE

o1 : OMObjective

status = FAILURE

o0 : OMObjective

status = FAILURE

fg0 : 
OMFunctionGrounding

requires

realises

realises

final :
Functional
Hierarchy

bindings =

status = OK  -> ERROR

fg1 : 
OMFunctionGrounding

o1 : OMObjective

o0 : OMObjective

fg0 : 
OMFunctionGrounding

3

role
sicklmsr1
realiser

Figure 9.21: The functional hierarchy before the failure of the laser sensor on the left side
figure. The propagation of the failure in the functional hierarchy in the center. The final state of
the functional hierarchy on the right.

Update Functional Knowledge

The realisability of Function Designs and the availability of Functions are updated
in each perception cycle from the availability of Component Classes. This way the
knowledge about available design alternatives is thus updated and available for the
Functional Loop to decide how to reconfigure the system.

This update is computed using the realisability functions of the Function Designs
in the OM Model, and the availability functions of the Functions, and taking as in-
put the status of availability of the Component Classes, as currently updated by the
Components Loop.

The OM Metamodel defines the following default realisability and availability
functions for function designs and Functions, respectively:

Realisability model of a OMFunctionDesign

• if any of the component classes in the roles is UNAVAILABLE→ UNRE-
ALISABLE

• if any of the required functions is UNAVAILABLE→ UNREALISABLE

• otherwise the function design is REALISABLE
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Availability Model of a Function

• if any design for this function is REALISABLE→ AVAILABLE

• else it is UNAVAILABLE

9.5.3 Evaluation and Reconfiguration of the Functional Hierarchy

The goal of the Functions Loop is to compute a configuration system that optimally
achieves the root objectives. This optimality premise can be formulated as a maxi-
mization and a minimization:

• the maximization of a certain global functionality of the system, function of
the root objectives of the system (RO). This gf function can be formulated as a
weighted average of the achievement of the objectives, considering a numerical
valuation of the status of a root objective: status(o) = 1 if CONVERGENT, and
0 otherwise:

g f : RO→ [0..1]

g f = ∑∀o∈OR status(o)·relevance(o)
∑∀o∈RO relevance(o)

• the minimization of the resources required by the system configuration. Re-
member that this configuration is determined by the bindings specified by the
Functional Hierarchy.

To compute the system configuration, the Functions Loop has a set of design al-
ternatives, i.e. the Function Designs, and resources, i.e. Component Classes available.
These define a subspace of realisable Functional Hierarchies, each one specifying a
possible system configuration. The problem of computing a desired system configura-
tion is thus that of moving in the subspace of Functional Hierarchies, with the drivers
of the optimality defined above.

At each cycle the Functions Loop departs from a certain extant configuration, and a
state of the Functional Hierarchy that is updated accordingly in the perception process
described in the previous section. The maximization premise dictates that if a root
objective is not CONVERGENT, the part of the hierarchy related to that objective
must be modified so as to make it CONVERGENT. Since any reconfiguration, in the
general case, involves a cost in terms of system resources and performance, at least
transitorily, for the shake of the minimization premise we consider as a reconfiguration
policy to change only the part related to that objective. It could be the case that there
are other Function Designs better realisable in terms of system resources for other parts
of the hierarchy, but as a simplification we consider that that does not compensate the
cost of reconfiguration. The reconfiguration policies determine this selection. Let us
discuss a bit about reconfiguration policies.

A possible reconfiguration policy can be to try to ground a realisable function for
all the objectives that are in error. However, there is no point in grounding a new func-
tion for those that are in error because their current realiser Function Grounding are
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in external error. Simply providing a new Function Grounding for those Objectives
whose current realiser is in failure would suffice. However, even this produces unnec-
essary grounding of functions, since there is no point in providing new realisers for
objectives that are only required for function groundings that are in internal error.

The reconfiguration policies defined in OM are intended to avoid the previous
issues and address the optimality premise. To implement its reconfiguration policies,
the OM metamodel defines evaluation semantics for the system objectives by defining
a relevance function for Objectives, and implements a set of reconfiguration rules.
These are discussed following.

Functions Evaluation: objectives’ relevance

In the Functional Loop, the aim of the evaluation process is to assess the objectives in
the Functional Hierarchy in terms of how relevant they are to the fulfilment of the root
objectives.

ExampleSuppose the estimated state for the hierarchy of functions and objectives showed
in figure 9.22. Two function groundings, f g0 and f g1, are in internal error, and the
perception process at the functional level has updated the state of the functional
hierarchy accordingly, so that the root objective ro and the intermediate objective
o1 are in error. A new realiser for fg0 is needed. However, a reconfiguration
including also a new realiser for o1 would be pointless, since the new realiser for ro
may not require o1. We say that o1 is no longer relevant for ro, since the Function
Grounding that relates them, which is f g0, no longer holds.

fg0

o1

ro

o2

fg1 fg2

internal error

internal error

error

error

Figure 9.22: Hypothetic functional hierarchy in error. Objectives are represented as blobs and
function groundings as boxes.

The ECL evaluation process in the Functions Loop consists of the downstream
propagation of the relevance of objectives, from the topmost root objectives —whose
relevance is fixed— downwards to the bottom objectives in the hierarchy, whose Func-
tions Grounding do not have required Objectives.

The propagation of relevances is specified in the semantics for the TOMASys rel-
evance function for Objectives, which have been included in the OM Metamodel:
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• The relevance of a function grounding is that of the objective it is realising that
has the largest relevance.

• All the objectives required by a function grounding that is in internal error have
relevance = 0.

The result of the functional evaluation process is the set of Objectives in the Func-
tional Hierarchy with relevance > 0. These are the objectives that require functions
grounded to address them, because either there are no already grounded functions
realising them, or these functions are in error.

fg1 : FunctionGrounding

get_scans : Objective

localisationv1 : 
FunctionGrounding

navigationv1 : 
FunctionGrounding

estimated_position : Objective

5. fg1.relevance = get_scans.relevance

1. navigationv1.relevance = navigate.relevance

3. localisationv1.relevance =
        estimated_position.relevance

4. since none of the requiring fgs are in INTERNAL_ERROR:
   gat_scans.relevance =
        max(navigationv1.relevance, localisationv1.relevance)

2. if navigationv1 has INTERNAL_ERROR
    estimated_position.relevance = 0 (not the case)
  else    
   estimated_position.relevance = navigationv1.relevance

navigate : RootObjective

Figure 9.23: Example of the evaluation process in the Func-
tional ECL in the previous case of a failure of the laser compo-
nent.

Functions Control: reconfiguration

The Control activity at the Functions Loop produces at each cycle, if required, an
action command consisting of a reconfiguration of components in the domain con-
trol system. This reconfiguration is a set of specifications of components that would
ground the functions required to better fulfil the root objectives, as discussed formerly
in the evaluation process.

To determine the reconfiguration, the following inputs are considered:
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• the evaluation of the hierarchy of functions and objectives, that dictates the set
of objectives that require new function groundings to realise them,

• the function designs’ realisabilities, that establish what design solutions are im-
plementable given the current state of the system.

action : 
Set<ComponentSpecification>

Select 
FunctionSpecification

required : 
Set<Objective>

Generate 
FunctionGrounding

Generate 
requirements

Generate ComponentSpecs

Merge ComponentSpecs

:FunctionGrounding

Objective
[realiser==null]

Assign extant 
FunctionGrounding

:Objective

:Objective

Figure 9.24: UML Activity diagram of the Control process in the Functional
Loop. The computation of the function groundings is a recursive process that is
executed over the set of objectives (symbolised by the array of small squares).

The computation of the reconfiguration action is performed following the reconfig-
uration rules defined in the OM Metamodel, as part of its implementation of TOMASys
ADM. Different rules could be envisioned. The ones we have designed define the fol-
lowing procedure to compute the reconfiguration action (shown in figure 9.24):

1. First, for every objective in ERROR status and relevance greater than zero, an
OMFunctionGrounding that achieves it is produced. This is done by:

(a) selecting the Function Design that solves the function type of the objective
(it must be in REALISABLE status) with the highest confidence, and then

(b) generate a Function Grounding with the parameters resolved to the values
given by the objective.

If there was a previous Function Grounding realising the objective in error, it
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is deleted from the Functional Hierarchy. The bindings of the new Function
Grounding are created later, at this stage the objectives required by the new
function groundings are instantiated. This process of instantiation of Functions
Groundings for those objectives with no valid realiser goes on recursively for
the newly created objectives, but for those cases in which there already exists a
Function Grounding that realises the new objective.

2. The new function groundings and required objectives are added to the functional
hierarchy.

3. Now, for each Role in the bindings of the newly created FGs a default OM-
CompSpec is created from its definition. This results in a new set of OMCom-
ponentSpecifications.

4. This new set is added to the extant set of OMCompSpec atoms. The specifi-
cations corresponding to Function Groundings that have been deleted are also
eliminated from this set.

5. The complete set of OMComponentSpecifications is simplified, following the
minimization premise, reducing it to the minimal subset of those specifications
that complies with the complete specifications defined by the initial set.

6. Finally, the resulting specification of components, which represents the control
action produced by the Functional Loop, is sent to the Components Loop to
become its new Components Goal, as was described on page 180.
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9.6 Operation summary of the OM Metacontroller

So far we have detailed each process and activity defined by the OM Architecture to
metacontrol a control system. Let us put all the pieces back together to show how the
operation of an OM-based metacontroller addresses the two basic scenarios presented
at the beginning of the chapter (section 9.1.2):

• S1 – Recoverable component failure.

• S2 – Non-recoverable component failure.

The scenarios are applied to the metacontrol of the localisation subsystem of our
mobile robot. Let us consider the design analysed in the example of page 154, where
there were two different designs for the localisation subsystem, differing on the range
sensor used. We shall start from an initial configuration of the localisation subsys-
tem corresponding to the laser design, because is provides a greater confidence to
achieve the functionality of self-localisation.

Once defined the domain control system, the metacontrol system is defined by the
OM Architecture and the concrete OM model of the former that it exploits. Let us
discuss the contents of the model. The concept atoms that represent the long-term
knowledge in the model are depicted in Figure 9.25.

OM Model long-term knowledge

roles = 

fd_loc1 : 
OMFunctionDesign

description = "self localisation"

f0 : OMFunction

solves
confidence = 0.95 laser

: OMComponentClass

odometry
: OMComponentClass

map_server
: OMComponentClass

localisation
: OMComponentClass

kinect
: OMComponentClass

roles = 

fd_loc2 : 
OMFunctionDesign

r13 : laserr12 : odometry

r10 : map_server

 r11 : localisation
config 1

scansodom

map

solves
confidence = 0.7

r23 : kinectr22 : odometry

r20 : map_server

r21 : localisation
config 2

scansodom

map

Figure 9.25: The long-term knowledge in the metacontroller contains two de-
sign alternatives and the properties of the components that can be part of the
control system.

The ultimate goal of the metacontroller is the goal reference for the Functions
Loop, and consists of solving the root objective o0 “self-localisation”.

To achieve its goal, the Functions Loop commands a functional hierarchy that
realises the function design fd_loc1 that uses the laser as the scan sensor, because it
is the one with the highest confidence. The grounding of this function requires the
fulfilment of the goal g1, consisting of a set of specifications of components that fulfil
all the roles in fd_loc1.
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Functions Loop goal

type = f0

o0 : OMRootObjective

Figure 9.26: The goal of the
Functions Loop is the achieve-
ment of the root objective
o0, instance of the function f0
“self-localise”.

Components Loop goal

spec1 : OMComponentSpecification
from role r10

spec2 : OMComponentSpecification
from role  r11

spec3 : OMComponentSpecification
from role r12

spec4 : OMComponentSpecification
from role r13

Figure 9.27: The specifications
that form the goal for the Com-
ponents Loop correspond to the
definitions of the roles of the
function design fd_loc1.

Considering the departing situation of the localisation subsystem performing well
its function using the laser configuration, the estimated state perceived by the Func-
tions and the Components loops consists of the functional hierarchy and the
components configuration depicted in figure 9.28:

Component Loop
(components configuration)

Functions Loop
(functional hierarchy)

type = f0

o0 : OMRootObjective

bindings =

type = fd_loc1

fg0 : 
OMFunctionGrounding

realises

Functional
Hierarchy

type = odometry

odom
: OMComponent

type = map_server

map_server
: OMComponent

type = laser

sicklms
: OMComponent

ports = 

amcl_node
: OMComponent

role realiser

laserr13
odom
amcl_node
map_server

r12

r10
r11

estimated states

Figure 9.28: Estimated state of the localisation subsystem using the laser con-
figuration, as modeled by each loop of the the metacontrol.

In the following, the basic actions and the resulting information signals occurring
in the OM metacontrol system are schematized for each scenario, using an UML Ac-
tivity diagram. These behavioural diagrams depict the sequences of actions that are
representative of each scenario. We can consider the diagrams presented as white-
boxes, since they show in different swimlanes which module of the whole system is
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responsible for the actions: the running control system, which can be considered an
UML actor from the standpoint of the metacontroller, and the Meta I/O module, the
Components Loop and the Functions Loop, which are subsystems of the metacontrol
system.

9.6.1 S1: Recoverable component failure

In the first scenario the localisation subsystem is working with the configuration that
uses the laser sensor. The metacontroller is monitoring the system, and no actions
neither at the Component Loop nor the Functions Loop are issued, the estimated states
at both loops fulfiling the respective goals o1 and g1. The contents of the run-time
model are those described in figures 9.25, 9.26 and 9.27.

Meta  I/O Components Loop Functions Looprunning control system

process reconf. 
feedback

process 
action 

feedback

log
message

perception : 
update estimated 

configuration

singularity 
processing

evaluation

control

laser.log=[ERROR]
localisation.log=[WARN]

laser.status = ERROR
localisation.status = FAILURE

error = dif(laser.ERROR,laser.OK)

laser
disconnected

execute 
action

laser is 
restarted

action = RESTART laser

spec4.status = ADDRESSED

a1.effect = SUCCESS

spec4.status = 
CONVERGENT

Figure 9.29: Recoverable failure of the laser sensor. The diagram schematises
the operational flow at the different layers of the OM metacontroller. Arrows
represent events with their associated information signal, and rounded boxes the
processes and operations.
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9.6.2 S2: Non-recoverable component failure

In this second scenario, the laser suffers a permanent failure, for example because it
is disconnected from the robot’s on-board control computer, due to whatever reason.
The scenario departs from the same state of the localisation system and the metacon-
troller as scenario 1. The same process takes place upon laser failure: the situation
is perceived at the Components loop, where reconfiguration action to restart the laser
sensor is determined and commanded to the Meta I/O module.

However, the flow of events diverges here from that of the first scenario. Because
of the permanent nature of the laser failure, the reconfiguration action issued to restart
the sensor fails. This is detected by the Meta I/O module, which compiles the infor-
mation of the infrastructure about it and sends it to the Components loop in an effect
signal.

g2 : Components Loop Goal

spec1 : OMComponentSpecification
from role r10, same for r20

spec2 : OMComponentSpecification
from role  r11

spec3 : OMComponentSpecification
from role r12, same for r22

spec4 : OMComponentSpecification
from role r13

spec5 : OMComponentSpecification
from role r21

spec6 : OMComponentSpecification
from role r23

Figure 9.30: The new goal g2
for the Components Loop rep-
resents the reconfiguration as a
new set of components specifi-
cations.
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Meta  I/O Components Loop Functions Looprunning control system

log
message

perception : 
update estimated 

configuration

singularity 
processing

evaluation

control

laser.log=[ERROR]
localisation.log=[WARN]

laser.status = ERROR
localisation.status = FAILURE

error = dif(laser.ERROR,laser.OK)

laser
disconnected

execute 
action

perception : 
update CClass 

availability

process 
reconf. 

feedback

process 
action 

feedback

laser restart 
fails

perception:
update F. Hierarchy

upwards

evaluation:
update

F. Hierarchy
downwards

control execution

control redesign

reset state and 
update goal

controlexecute 
actions

New 
configuration

action = RESTART laser

action/goal =
             fd_loc2 config.

perception:
update

F. Design 
realisability

action = LAUNCH kinect
action = CONFIG localisation_module

spec4.status = ADDRESSED

spec4.status = ERROR

effect a1 = FAILURE

Figure 9.31: Non-recoverable failure of the laser sensor: the failure scales up
to the Functional Loop, where a reconfiguration of the Functional Hierarchy is
generated, which is then grounded and executed.
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9.7 OM Architecture overall assessment

The OM Architecture provides a blueprint for building metacontrol systems following
the patterned approach proposed in this thesis for self-aware autonomous systems. Its
reification of the Epistemic Control Loop pattern makes OM a reference architecture
close to RCS in its underlying conceptualisation of the cognitive phenomena.

When compared with cognitive architectures, the OM Architecture aim is not to be
an architecture for general intelligence, as RCS or Soar are, but rather to apply a cog-
nitive structural pattern (ECL) to provide for a specific cognitive trait: metacognition;
and to do it in a control engineering framework.

The OM Architecture could be regarded as a blueprint for the Supervisor level in
the control architecture for fault-tolerance proposed by Blanke et al. discussed in sec-
tion 5.1. OM cognitive approach, with an estimation of the state based on perceived
feedback rather than open-loop proprioceptive information, allows the metacontrol to
deal with higher levels of uncertainty within the system. Incorrect configurations of
components, caused by either human supervisors or other automatic supervisory sys-
tems, can be detected and corrected by the OM metacontroller. This is specially inter-
esting for systems of systems, were federation leads to uncertain interactions between
systems:

Orchestrating a. . . system requires supporting interdependencies and con-
trolling the consequences of local actions with respect to their effect on
the emergent whole, even though each part of a system might be actingto
maximize its utility. [101]

The architectural framework presented, encompassing the OM Architecture and
the TOMASys model, presents some similarities with autonomic computing approaches
such as those discussed in section 5.2. However, OMACS solution focuses on the
metamodel, the architecture that exploits it being more application contingent. OMACS
provides minimal blueprint for an agent architecture, which is a particular design
possible for the control of autonomous systems. On the other hand, OM provides
a complete architecture for the metacontroller, and it is possible to adapt it to any
component-based system, not only multi-agent systems.

9.7.1 Self-awareness and the OM Architecture

Let us now analyse the self-awareness properties of the OM Architecture, under the
prism of the valuable functions related to conscious phenomena discussed in section
3.1.3.

We can argue that the OM Architecture involves meta-representation. These meta-
representations are the OM Model that lies at the core of the OM Metacontroller op-
eration, which can be regarded as a representation of the Self in the pursuit of its
objectives. The OM Model is a (functional) representation of the processes that con-
form the (domain) control system, that is the “mind” of the autonomous system, taking
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a cognitive perspective of control.

This model integrates all the monitoring information in a unified vision of the
organisation (self-image) and directiveness (volition) of the control system (the uni-
fied Self [15, pp. 142–153]). The metacontroller performs reasoning and evaluation
activities over this model to assess the performance of the control system and take
appropriate reconfiguration actions if required.

The reconfiguration of the components of the domain control system performed
by the OM Metacontrol can be regarded as a resource allocation function of cogni-
tive resources. Attentional mechanisms associated to self-awareness [16, p. 50] are
attributed a similar role [68], although in relation to access to conscious contents.
Notwithstanding the former, the OM Architecture only configures these resources
to improve the system’s adaptivity, and not to maximise its performance, which is
the fine grained allocation that attentional mechanisms related to self-awareness are
claimed to contribute to.

To organise the operation of the metacontroller, the OM Architecture proposed
makes also use of sequentiality, in the form of an executive cycle that guarantees the
consistency of operation in the two loops that form the metacontroller.
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Chapter 10

OM Engineering

This chapter describes the engineering methodology and related assets we have de-
veloped for the application of the OM Architecture. The first section details the en-
gineering methodology envisioned to apply the OM architectural framework to the
development of a self-aware autonomous system. Then the second section discusses
the application of the MDA progressive software refinement in the OM architectural
framework, and the OMJava library developed that provides a platform specific model
of the OM Architecture in Java. The next section explores the possibility of an au-
tomated transformation to obtain the TOMASys model of the autonomous system to
completely realise the Deep Model Reflection Pattern in the engineering of an OM
metacontroller. Finally, the last section discussed how the elements of the OM archi-
tectural framework fit in the ASys vision for the construction of autonomous systems.

10.1 OM Engineering Process

We refer to the complete solution for self-awareness through metacontrol presented in
part III as the OM Architecture Framework, which includes all the elements already
discussed, from the design principles, to the final OM Architecture and its required
TOMASys metamodel, including the Design Patterns for Self-awareness in between.
For the OM Architectural Framework to be of engineering applicability a process or
methodology to apply its design solution is required. A methodology is a set of re-
lated processes and techniques: the process defines what is to be done, the techniques
specify how it is to be done [46]; tools can be provided or suggested to support the
methodology.

The OM Engineering Process (OMEP) described in this chapter defines a method-
ology that can be followed to produce a control system (including both the domain
and the metacontrol subsystems) using the OM Architecture Framework.

OMEP distinguishes two sub-processes: one that addresses the “standard” devel-
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opment of the (domain) control system for the autonomous application, and a “meta”
one to develop the metacontrol subsystem:

1. OMEP Control Development: it is the development of the domain control sys-
tem. OMEP defines constraints on two of the phases:

• Design – the core workproducts are the models of the plant and the control
system, including a functional model.

• Implementation – it takes as input the models, which following a MDE
guided process are converted into the software that implements the control
system.

2. OMEP Meta Development: it is the development of the metacontrol system.
It takes as input the functional model of the control system, and uses the OM
architectural framework to build from them and the OM Architecture the metra-
controller for the autonomous system. This process defines also the design and
implementation stages:

• Design – the design process for the metacontroller has the particularity
of including an initial step to convert the functional model of the control
system into a TOMASys model.

• Implementation – some tools have been developed in the form of software
packages to support the metacontroller implementation. They will be pre-
sented later in sections 10.2.1 and 11.4.

These two sub-processes of OMEP are schematized in figure 10.1, and will be
detailed in the following sections.

runtime

Metacontrol 
Subsystem

Functional 
Modelrequirements

Plant

OM 
ArchitectureMeta Development 

Control 
Design Implementation

TOMASys 
model

Metacontrol 
Design Implementation

TOMASys 
modelling

Control System

OM Engineering Process

Control Development 

Figure 10.1: The OM Engineering Process: the Meta Development process
is incorporated to the control engineering to build the Metacontroller for the
autonomous system.

10.1.1 OMEP Control Development

OMEP does not provides a complete specification for the engineering process of the
domain control subsystem, but rather defines what it must fulfil for the OM Architec-
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tural approach to be of applicability. This way, the OMEP methodology imposes two
requirements to the development process of the control system:

• A component-based technology shall be employed to build the control system.
This is a requirement inherited from the OM architectural approach.

• A functional model of the control system must be produced in the process. This
requirement results from the thesis postulates (page 111).

Metacontrol requirement: There is a pervasive pre-requisite, concerning the design
and implementation of the control system, which is the existence of alternative designs
and implementation artifacts, i.e. analytical and/or physical redundancy. The control
system implementation must have the possibility of having organisational alternatives
to support the advantageous exploitation of the multiple configurations by the meta-
control. Redundancies may be necessary. If there is only one possible controller there
is no controller design space to be explored by the metacontroller.

OMEP follows ASys model-based engineering principles, and thus enforces a
strict MDE-based approach for the development of the control system. This guar-
antees the production of the required functional model of the system. The OMEP
subprocess for the development of the control system consists of two phases:

• Control Design, which involves requirement specification, domain analysis and
functional design. It has a final product: the functional model of the controller.

• Control Implementation, when the component platform is used to finally pro-
duce the (domain) control system.

For further guidelines on how to realise this process, OMEP recommends follow-
ing the OASys-based Engineering Methodology [20]. However, other MDE-based
methodologies would also be possible, for example the ISE&PPOOA methodology
proposed by Fernández-Sánchez et al. [47], which include a model of the functional
architecture of the system, or consider also the methodology proposed in [141]. These
methods guarantee the generation of models that conform to formal modeling lan-
guages, and thus the applicability of the Deep Model Reflection Pattern.

The OASys-Based Engineering Methodology proposed by Bermejo-Alonso [18],
aims to provide guidelines to the engineering process of an autonomous system in the
context of ASys. The scope of this methodology is limited to the Analysis phase in
the generic engineering process discussed in page 7. The methodology describes how
to carry out the generic ASys process in terms of phases, tasks and work products . It
uses as guideline the ontological elements in the System Engineering and ASys En-
gineering subontologies of OASys [19]. The two main phases are ASys Requirement
to identify the requirements of the autonomous application, and ASys Analysis (see
table 10.1). This latter is the most relevant for OMEP, since its purpose is to describe
the autonomous system from the structural, functional and behavioural perspectives.
Analysis is divided into:

Structural Analysis: consists of different modelling tasks to analyse the system de-
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composition into subsystems, elements, quantities, etc 1. That is, it characterises
the Components of the system.

Functional Analysis: identifies the Actions and Operations, according to OASys.
That is, it identifies the Roles and the Function Designs in the system.

Behavioural Analysis identifies the dynamical behaviours of the components. It
has not been included in OMEP yet, since TOMASys does not cover dynamical con-
cerns.

Phase Tasks Work Products

ASys Require-
ment

UseCase modelling and Re-
quirement Characterisation

UseCase models and Requirement
specifications

ASys Analysis

Structural Analysis Structure and Topology models

Behavioural Analysis Behaviour Model

Functional Analysis Functional Model

Table 10.1: The main phases of the OASys-Based Methodology, adapted from [18].

10.1.2 OMEP Meta Development

The building of the metacontrol subsystem is the core of this work; the OM Architec-
tural framework has been developed to provide a complete set of assets to support it.
The different phases defined in OMEP for the building of the metacontrol subsystem
are:

1. Build a TOMASys model of the domain control system. The Deep Model Re-
flection Pattern can be applied so that the TOMASys model would be automati-
cally generated from the functional model of the system produced in the design
phase of the domain control system, using a model-to-model transformation.

2. Build the metacontroller that exploits the previous model following the OM
reference architecture. The OM Architecture defines a universal functional de-
sign for the metacontrol system, so there is only the detailed design (for gen-
erating a platform specific model) remaining for the developer of the concrete
autonomous system application.

1note that OASys is rooted in Lopez’s [90] autonomous systems’ conceptualisation, as also is the theo-
retical framework of this work.
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10.2 MDA in the OMEP methodology

The OM Architecture provides a solution to the design phase of the metacontroller in
OMEP. To realise the implementation phase, the OM Engineering Process relies on
the MDA process of progressive refinement of models, according to the MDA model
weaving pattern [11] discussed on page 48.

TOMASys

OM 
Architecture Java SE

OMRosmetacontrol(control system) 
Platform specific model

Platform 
independent model

Computation 
independent model

OMJava Platform specific 
extension rosjava

Model 
weaving

Model 
weaving

Platform specific 
extension

(implementation platform) 
Platform specific model

Figure 10.2: The MDA pattern in OMEP: application of model
weaving to the assets of the OM Architectural Framework.

We can consider the OM assets from an MDA viewpoint (see Figure 10.2). From
this perspective (section 3.2.1), the TOMASys metamodel can be regarded as a computation-
independent model. It contains a domain model, describing the concepts of functions
and components and their interrelations. The OM Architecture could then be consid-
ered as a platform-independent model for the metacontrol system.

Departing from the previous considerations, we have defined for the implementa-
tion phase of the metacontroller a process of progressive platform-specific refinement
as shown in figure 10.2. Several libraries and components have been developed for
the platform-specific models of the OM metacontrol. The Java library (OMJava, dis-
cussed below), specifies the (metacontrol) system in the dimension of the implement-
ing platform technology. A ROS stack (omros, described in the following chapter),
specifies the OM metacontrol for a specific type of control systems, according to their
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component-platform, which is the ROS platform2.

10.2.1 OMJava library

We have developed a Java library that implements the OM Architecture Framework:
the TOMASys metamodel and the OM Architecture. This library constitutes a Plat-
form Specific Model of both TOMASys and OM Architecture in Java.

We have selected Java because it suits our aim of generality. Java is multiplatform:
its vitual machine execution paradigm guarantees that computer programs written in
the Java language must run similarly on any hardware/operating-system platform. Be-
sides, it is most suitable for an MDA approach such as ASys’ and this work; given
that Java is an object-oriented programming language, and many MDA frameworks
provide tools for it.

Following we present a brief rationale about the main packages in the OMJava
library.

System Metacontrol

OMJava

System Meta I/O

«uses»

System OM Model

«implements»

«uses»

Component platform Java 
PSM

«uses»

OMMetaInterfaceOMTOMASysOMmetacontrol

Figure 10.3: The relation between the elements in the implementation in Java
of the metacontroller of a system and OMJava and its sub-packages.

2ROS (Robot Operating System) [52] is a component platform for robotics
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10.2. MDA in the OMEP methodology

OMTOMASys package

The OMTOMASys package contains a Java PSM of the TOMASys metamodel. TOMASys
has been specified in UML; this model constitutes the platform independent model
(PIM) for TOMASys. From that PIM, the TOMASys metamodel has been imple-
mented in one of the packages of OMJava (which is therefore the Java PSM for
TOMASys), in two steps. Firstly, a set of interfaces has been developed from the
PIM to define the elements of TOMASys and the operations that can be performed
over them. However this does not provide a complete specification of the metamodel,
since no semantics are captured. Then, the Java PSM is completed with a set of Java
classes that implement the interfaces. The package containing all these classes is ac-
tually a complete implementation of the OM Metamodel in Java (PSM). It provides
default semantics for the elements in the Application Domain Model (e.g. error mod-
els). The classes also implement the ECL semantics for perception, evaluation and
control operations.

Using inheritance from these Java classes, more refined PSMs can be obtained
for the specific component platform employed in the construction of the autonomous
application. This is demonstrated in section 11.4 of the next chapter for the Robot
Operating System (ROS) platform.

errorModel ()
relevance ()

description : String
confidence : double
solves : Set<OMFunction>
requires : Set<OMFunction>
roles : Set<OMRole>

OMFunction

...

name : String
type : OMComponentClass
Parameters : 
Set<OMParameter>
port : Set<OMPort>
status : ComponentStatus
log : Stack<ArrayList>
internalState : 
Map<String,Object>

OMComponent

Figure 10.4: Examples of the classes in the OMJava library.

OMmetacontrol package

The OM Architecture has been implemented in a set of Java classes and interfaces.
They implement a metacontroller, and define its connection with the Meta I/O module
through a Java interface (OMMetaInterface). A generic Java implementation of the
Meta I/O module is not provided with the library, since it is platform specific. How-
ever, an example has been developed for the testbed mobile robot application in the
ROS platform (section 11.4.2).

MetaInterface. The MetaInterface has been implemented as a Java interface and a
set of classes for the datatypes to represent in the object-oriented paradigm the
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signals involved in the interface between the metacontroller and the platform of
the running control system.

OMmetacontroller. The OMmetacontroller class implements the OM Metacontroller,
containing instances for the two loops , an initialisation method that instantiates
both with a given model, and implementing methods to control the operation of
the metacontroller: start(), pause(), terminate().

The ComponentsLoop and the FunctionsLoop classes implement the two nested
control loops. Both loops follow the periodic and sequential execution cycle of perceive→
evaluate→ control that are specified in the OM Architecture. Each one is imple-
mented in its own dedicated thread.

10.2.2 OMJava in OM Engineering Process

The OMJava library supports the implementation phase of the metacontroller in OMEP
(see figure 10.5). Firstly, it provides a Java PSM for an application-independent meta-
controller. Secondly, the OMJava MetaInterface can be used to develop the Meta I/O
module specific for the component-platform of the control system. Finally, the OM-
TOMASys package supports the creation of the executable model for the concrete
application.

runtime

Metacontrol 
Subsystem

Plant

Control System

Implementation

OMJava.omtomasys

TOMASys 
model

Integration

OMJava.metaint
erface

Implement OM 
Model

Meta I/O

OMJava

component 
platform

Figure 10.5: OMJava and the OMEP methodology. The OMEP Meta process
is simplified with the use of the OMJava library, bacause it allows to directly
implement the metacontrol subsystem from the TOMASys model.
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10.3 OM model transformation

To fully implement the Deep Model Reflection pattern into the OMEP methodology,
the specification of a model-to-model transformation from the functional model of the
control system into the TOMASys model of it is required. Such a possibility requires
the formalisation of TOMASys and the selection of a particular modeling language
and additional semantics for the functional modeling. This task has been left to future
works continuing the development of the OM Architecture approach. However, in the
following we briefly discuss a possible path to follow.

Following the MDA approach, a MOF-based language could be used for the func-
tional model. Reasonable alternatives are UML or SysML. This later seems more ap-
propriate given its orientation to systems engineering, whereas UML is very focused
on software engineering. However, UML is a well established standard in the industry,
with plenty of toolsets and frameworks developed around it, whereas SysML is still in
an exploratory stage regarding its application in industry. Let us assume we selected
UML as the referent metamodel to develop the transformation, most considerations
are translatable to SysML.

TOMASys could then be formalised using MOF as its meta-meta-model. This
would guarantee a feasible transformation, TOMASys and UML sharing their meta-
meta-model.

The model-to-model transformation could be implemented by defining a UML
profile for TOMASys. Stereotypes will be defined for TOMASys elements, so that
the application of such a stereotype to an element in the UML functional model, that
element would be converted in the transformation in a TOMASys element with the
type and properties determined by the stereotype.

10.4 OM Architectural Framework in the ASys vision

The elements of the OM Architecture Framework developed in this work can be easily
integrated in the ASys vision for the engineering of autonomous systems (figure 10.6).

The four design patterns for model-based self-aware autonomous systems are part
of the ASys generative pattern [65]. The OM Architechture is an asset that actually
constitutes the metamodel for the design model of the metacontrol subsystem, in the
sense that the design of the control architecture of a particular system is an instance
of the reference architecture (if it exists). TOMASys is an asset base in the category
of the ontologies, such as OASys, that allows to produce one of the models for the
autonomous system: the self-model.

OMJava library is a package of components in the ASys base that allows the syn-
thesis or implementation of the Autonomous system. The library for implementing
an OM metacontroller in a ROS-based control system, which will be presented in the
next chapter, is also a package of components.
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The OMEP methodology shall be integrated with other ASys processes required
for the design and synthesis of ASys systems.

Asset Base

FMC 
Pattern

DMR 
Pattern

Views

ICe
Specification

ICe
Documentation

ICe Design

ICe Synthesis

ICe
Asset Management

ICe
Deployment

OM 
Model

Metacontroller

ECL 
Pattern

OMRosMetacontrol

OMJava

Domain
Ontology

Requirements

Documentation

ICe
Operation

Autonomous 
System

MC 
Pattern

OMEP

OM 
Architecture

Model
controller

Models

Domain Controller 
model

TOMASys

Meta-Controller 
design

TOMAsys
Metamodel

OMEP

Figure 10.6: The framework and assets developed in this work
in the overall picture of the ASys engineering of autonomous
systems.
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Testbed System

For the demonstration of the theoretical and engineering frameworks presented in this
work we have developed a state-of-the-art mobile robotic application, with improved
adaptivity based on self-awareness. For that, a metacontroller has been developed with
the OM Architectural Framework discussed in part III of the dissertation. It has been
implemented and integrated in an autonomous robot following the OM Engineering
Process and using the OMJava library presented in the previous chapter.

11.1 The Autonomous Mobile Robot

To validate the OM architectural framework a testbed autonomous application has
been developed, as advanced in the presentation of the approach of this work (page 35).
It is based on an autonomous mobile robot for navigation in office-like environments.
The mission of the robot is to navigate through an office-like environment passing by
a user-defined set of locations or waypoints, without bumping into obstacles.

This application was selected for a series of reasons. Firstly, it is a challenging
autonomous application: the robot operates in an open-ended uncertain environment.
Although it is assumed that the environment is static, and an initial map of the area
to navigate is provided, deviations of the actual environment from the provided map
are possible, for example due to changes in the location of furniture and appliances
(chairs, packages, etc). In addition, the system involves heterogeneous components,
both hardware and software, and the required control system has the sufficient level of
complexity to be representative of the challenges addressed. The robot autonomous
operation faces different uncertainties: sensors are subject to failure, and algorithms
for navigation can also fail due to scarce and/or noisy input information.

The developed system consists of a mobile platform equipped with different sen-
sors and a control system to perform a navigation task, with a remote station pro-
viding for off-board computation capacity and the operator interface. The control
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Chapter 11 Testbed System

system includes: i) a state of the art navigation architecture for mobile robots (domain
controller), and ii) the metacontrol subsystem we have developed with the OM Archi-
tecture. The metacontroller purpose is to sense the state of the navigation system and
reconfigure it if required in order to preserve its functionality (see figure 11.1).

Plant

Control System

Navigation Architecture
(domain control subsystem)

Metacontrol Subsystem

reconfigurationmonitoring

sensing acting

Figure 11.1: Overview of the autonomous mobile robot testbed: the Naviga-
tion System is controlled by the Metacontrol System, which provides for self-
awareness and reconfiguration, providing the complete control system of the
autonomous robot with enhanced adaptivity.

11.1.1 Mission and requirements

The mission of the mobile robot is to patrol a certain area. For that a human operator
provides through the OI an occupancy map of the area and the waypoints of the route
to patrol. The robot navigates autonomously following the route, without bumping
into obstacles. The operator can pause and resume the operation at any moment, as
well as manually teleoperate the robot, or command it to go to a destination in the map
different from the waypoints in the provided route. This application can be specified
in the following set of requirements or capabilities using the methodology presented
by Fernández et al. [47]:

1. Teleoperation: at any moment a human operator must be capable of manually
teleoperating the robot by direct command of its speed and direction.

2. Commanded navigation: the human operator can command the robot to go to
a certain location in the area. The robot shall be able to navigate to it without
bumping into obstacles, if possible, or report when it is not feasible.

3. Autonomous patrolling: the robot travels periodically a route with a given set of

222



11.1. The Autonomous Mobile Robot

way points, navigating autonomously.

4. Operation mode switch: at any moment the operator must be able to switch
between the different modes of operation by: i) pausing and resuming the pa-
trolling mode, ii) pausing navigation when a target destination is commanded
by the operator, iii) at any moment teleoperation overrides the other operation
modes.

5. Localisation: at any moment a reasonable estimation of the robot position must
be available for display in a map of the patrolled area, so a human supervisor
can make informed decisions concerning robot operation.

Robust-autonomy and adaptivity requirements

Continuing with Fernández’s methodology for capturing the system’s requirements,
we shall analyse now the non-functional capabilities, related to quality of service and
resilience. In this work we are addressing robustness and adaptivity capabilities and
so the robot testbed focuses on them, in relation to fault-tolerance aspects:

• In the event of a transient failure of one of its components, the system shall
put itself in a safe state, i.e. stop moving but by teleoperation, and recover
autonomously from the failure resuming its operation.

• In the event of a permanent failure in a component, the system shall safely
reconfigure itself to maintain its navigation capabilities, from higher to lower
priority: 1) teleoperation, 2) commanded navigation, 3) autonomous patrolling.

These requirements are the objective of the metacontrol subsystem, and they will
be further refined in section 11.3.1.

11.1.2 The mobile robotic platform

Let us first provide a more detailed description of the plant in our autonomous applica-
tion. It consists of a mobile robotic platform equipped with sensors —a Kinect, a laser
scan, a compass and wheel encoders— and actuators —differential wheel drive— con-
nected through appropriate I/O mechanisms to an on-board computer; and a remote
computer for the human operator.

Here is a summary description of all the hardware elements of the system1:

• Pioneer Robot: the mobile robot is a Pioneer 2AT8, which is a standard platform
for mobile robotics research. It provides the following capacities:

– Differential wheel drive (actuator) for the robot’s motion, with embedded
PID control loop, accepting as command the setpoints for the linear and
angular velocities.

1Only the hardware elements relevant for this thesis are described.
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– Odometry sensors (wheel encoders), that provide information of both the
robot’s pose (ded-reckoning) and velocity (linear and angular).

• Laser: it is a SICK LMS200 range sensor providing readings in a range of 180°,
one per degree. Therefore this sensor provides accurate detection of obstacles.

• Kinect: the Kinect camera that provides a matrix of RGB (image) and depth
information in an horizontal and vertical range of 60°. In this application only
the depth information is used to detect obstacles. The information is much more
imprecise and noisy than the laser’s.

• Compass: provides orientation with respect to the magnetic north. Connected
to the on-board computer through an Arduino2 based I/O board. The reading of
the compass is used to obtain a better ded-reckoning localisation estimation, by
integrating this information with the odometry in an extended Kalman filter.

The system also involves a series of computing resources and communication in-
frastructure. A computer on-board the robot provides access to the mobile platform
services and the sensors and actuator devices. The drivers for all the hardware are thus
deployed in this computer. The on-board computer is connected by WiFi to a remote
computer. The remote computer is used for the operator interface with the system and
to execute those components in the navigation architecture that are too resource de-
manding to run in the on-board computer. An exhaustive description of the complete
mobile robotic platform can be found in [66].

11.2 Control Development

To develop the domain control system of our autonomous application, which we shall
refer to as the control or navigation system for simplicity, we have selected the ROS
[118] platform because it fulfils the requirements for the OM Architecture, described
in section 9.1.2. Most important of all, it is a component-based platform that can
be modelled with TOMASys. Its computation model consists of nodes that publish
and subscribe to message channels or topics. This type of loosely coupled compo-
nents fulfils the requirement of the OM Architecture. For the connection between the
metacontrol system and the control system, the interface defined by the MetaControl
pattern, the ROS infrastructure provides an API that possibilitates to implement mech-
anisms for monitoring and reconfiguration. Additionally, there are open-source ROS
implementations of components for navigation of mobile robots available, which has
facilitated the task of developing the testbed.

A ROS-based control system consists of a set of ROS nodes running in parallel and
interacting through message publication and subscription. They are active components
executing with a certain frequency to publish the data they produce. Their reception
of data, in the form of messages, is asynchronous. They all connect through the ROS
middleware infrastructure. This allows them to be seamless distributed amongst the
on-board and remote computers.

2open-source I/O board with microcontroller http://www.arduino.cc
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Instead of developing the navigation system from scratch following a MDE ap-
proach, an extant state-of-the art implementation has been adapted to build it. Con-
cretely we have used the ROS navigation stack that implements the navigation system
developed by Marder-Eppstein et al. [93] at Willow Garage3. This way we have also
validated the applicability of the OM Architecture to enhance extant autonomous sys-
tems by adding self-awareness and adaptivity capabilities.

The ROS navigation stack provides components to build a system that navigates
to a commanded location given an initial occupancy map of the environment and an
initial position of the robot. For that, odometry information is used, as well as infor-
mation about obstacles from different types of sensors, including laser range scanners
and Kinect devices.

11.2.1 Overview of the Navigation System architecture

To develop our patrolling robot we have adapted these ROS components to work with
our mobile robotic platform, and we have built additional ones for the mission control
level. The basic schema of the control architecture is depicted in figure 11.2. Note that
alternative designs have also been developed to provide for the redundancy require-
ment pointed out on page 213. They will be presented in the following section.

Navigation control

laser

amcl

move_base

map_server

pioneer

scans

(v, ω)

odom

mission_manager

est_pos

kinect

teleop

rviz
target_loc

(v, ω)

pcl

map

goal feedback

Figure 11.2: The component architecture of the testbed’s control system. Only
the basic components and signals between them are depicted.

Following we provide a brief description of the main components involved and
their role in the application.

3www.willowgarage.com
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Drivers and I/O processing

A set of components perform as sensory drivers: they access the system sensors to
convert their readings into messages containing sensory information for those other
components that use it.

Pioneer: This package contains the implementation of a ROS node (called pioneer)
that is a ROS wrapper for ARIA, which is the C++ library for the robot’s operation
provided by the manufacturer, MobileRobots. The pioneer node produces odometry
messages and accepts command messages for the robot linear and rotational velocities.

Laser: The ROS package sicktoolbox_wrapper was used to implement the laser
driver. It uses the SICK LIDAR Matlab/C++ toolbox library4 from the laser manufac-
turer. The laser node implemented with this package publishes in a topic the laser
readings as a LaserScan message type.

Kinect: For the connection with the Microsoft’s Kinect sensor, the ROS package
openni_camera was used to implement the kinect component. This package pro-
vides a ROS node that publishes PointCloud (PCL) messages5 containing the image
depth readings. There are other ROS nodes associated to the Kinect deployed in the
testbed, for example those that provide geometric information on the source of the
kinect readings (kinect_base_link... nodes).

It is also possible to obtain range scan readings from the Kinect’s depth image.
This has been used to have analytical redundancy in the system, as will be explained
in the following section. A set of ROS nodes and nodelets from the ROS package
pointcloud_to_laserscan have been used to implement the pcl2scan compo-
nent, which is actually composed of several ROS nodes. A more detailed description
of this component can be found in [31, pp. 68–69].

Compass: The ROS compass node has been developed for publishing the orien-
tation data coming from the compass sensor as IMU (Inertial Measurement Unit)
messages 6. The compass node is a wrapper that connects internally to the CORBA
service for the compass. These CORBA services have been developed for the I/O in-
terface with the sensors connected to an Arduino board in the mobile robot, also part
of other ASys projects [124].

4Available at http://sicktoolbox.sourceforge.net/
5Point Cloud is a data type for 3D sensors [122].
6The IMU message type is defined in the ROS package sensor_msgs and holds orientation data, as

well as angular and linear velocities, with the respective covariance matrices. This message type is used in
ROS to encapsulate data read from digital compasses, accelerometers and gyroscopes.
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Navigation System Components

Navigation

Mission management

I/O drivers

move_baseamcl

pioneer

map_server

laser

robot_tf

kinect

rviz teleop mission_manager

compass

Figure 11.3: Main logical components of the software of the testbed control system.

World and Robot model

The navigation system uses information about the environment, in the form of an
initial occupancy map, and the robot, in the form of geometric information that situates
its sensory readings in a common frame.

Map server: The map_server ROS node loads the map data of the patrolling area
from a file and publishes it as an occupancy grid map. The map is essential for the op-
eration of the localisation and the navigation components as will be explained below.

Robot tf model: We have developed the robot_tf ROS node for publishing the
static geometric information of the robot and its sensors, using the ROS tf package
for geometric transformations. The information consists of a series of transformations
between the different coordinate frames in the robot. Each sensory reading in the robot
is referred to its sensor’s coordinate frame —the laser, the kinect, the odometry, etc.—.
Publishing the transformations between the different frames in a transformation tree
allows the use of the readings by any other ROS node, allowing the developer not to
need worrying about which coordinate frame the sensory reading is stored in7.

7More information about the ROS tf package can be found at http://www.ros.org/wiki/tf
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Navigation

To implement the navigation subsystem of the patrolling application we have used the
ROS navigation Stack developed by Marder-Eppstein et al. [93] at Willow Garage. It
provides ROS nodes connected in a subsystem that takes in information from odom-
etry, sensor streams, and a goal pose —position+orientation— and outputs safe ve-
locity commands that are sent to a mobile base (pioneer). As a result the robot moves
to the goal pose without bumping into obstacles.

We have configured the Navigation Stack for the shape and dynamics of our robot
platform. The core elements of the navigation system are the localisation and the
navigation control components.

Localisation: This package implements the adaptive Monte Carlo localisation ap-
proach (or KLD-sampling) as described by Dieter Fox in [49]. The localisation com-
ponent, named the acml node, consumes laser scan and odometry readings (in the
form of a tf message provided by the pioneer node), together with a given occu-
pancy map of the environment, and produces an estimation of the robot pose8, which
it publishes as a ROS message.

The amcl ROS node has many parameters that need to be adjusted for each robot,
environment and sensors. They can be divided in three categories:

• Overall filter parameters: These parameters specify the particle filter character-
istics (min/max number of particles), maximum error of the distributions, update
frequencies, the initial pose and covariance of the particle filter, among others.

• Sensor model parameters: These parameters define the model of the range scan
sensory source used. These include the laser maximum and minimum range,
the number of beams and the measure’s covariance.

• Odometry model parameters: These parameters are set accordingly to the robot’s
odometry characteristics. These include the odometry expected noise in the ro-
tation and translation, as well as the frame’s names of the odometry, base_link
and the coordinate frames published by the localisation system.

Navigation control: the central navigation component is the ROS move_base node,
and is the node responsible for the path planning for a given destination point, and also
the immediate movement of the robot to follow that path. It uses a planning approach
based on cost maps: a “cost” value is assigned to each cell in the map depending on
its estimated occupancy state, as observed from the sensors readings. To fulfil its role
the move_base node performs four activities:

• Maintain a local map of the immediate robot surroundings. For this it integrates
the information about obstacles given by sensory sources, which in the testbed

8The pose includes the position and the orientation.
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Figure 11.4: Performance of the navigation subsystem integrated by the ROS
amcl and the move_base nodes in a simple navigation task. The figure shows
the path computed and followed by the move_base and the evolution of the
particles for the estimation of the robot pose in the amcl, which converges to
the actual pose as the robot moves and more obstacle references are sensed.

are the laser scan readings and the Kinect PointCloud data, and considers the
robot’s dimensions.

• Maintain a global map integrating the information from the initially given occu-
pancy map with that received from sensors.

• Upon reception of the position objective (as a goal message) it produces a tra-
jectory to reach that position according to the global map. An A* algorithm is
used for the search.

• Determine the next velocity commands required to follow the computed tra-
jectory, considering the local costmap, and command the immediate one to the
robot. A breadth-first search is used to calculate the next velocities (local plan).

Mission Control

The control at the mission level and the Operator Interface have been developed im-
plementing a specific component, the mission_manager, and integrating it with the
node rviz from the ROS package for data visualisation and a node for robot teleoper-
ation.

Mission manager: The mission_manager node is responsible for the mission-
level control of the patrolling function. It provides the operator with a simple computer
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interface to start, pause and resume the patrolling mission, as well as loading the pa-
trolling waypoint from a file.

RViz: The rviz node is a graphical interface provided by the ROS visualization
packages that displays geometric information of the running system: positions, maps,
sensor readings, etc. It also allows to publish messages using that interface, for ex-
ample selecting a point in the map to provide the robot’s initial position for the lo-
calisation subsystem, or marking another location as the next goal for autonomous
navigation. We have integrated these functions with the mission_manager, so that
manually commanding a new destination goal in rviz pauses the autonomous pa-
trolling, which can be resumed once the manual goal is achieved, or at any moment
after cancelling that goal.

Teleoperation: The teleop node allows to teleoperate the mobile robot using the
remote computer’s keyboard. It publishes messages in the cmd_vel topic, which is
the pioneer setpoint for velocities, at a higher rate than the move_base node, so that
when the operator uses the keyboard to control the robot, she overrides the commands
from the autonomous navigation subsystem.

11.2.2 Functional analysis of the mobile robot

The path we have followed to develop the control system in our testbed is slightly
different from the standard OMEP Control Development process. The reason is that
we have started from the extant ROS navigation stack and other packages. These
components already define a certain control architecture, which we have adapted to
our requirements. This means than instead of beginning by defining the functional
model of the system in design, and then implementing it, we had to realise a functional
analysis from the ROS navigation implementation, and then adapt it to our robot.
The result of this functional analysis and design adaptation is the functional model
of the navigation control of the robot. This model will be the departing point for the
development of the metacontrol system.

The functional decomposition of a system is a design decision. Engineers decide
how to group components into subsystems that perform specific functions, sometimes
depending on the functions realised by other subsystems. Several options are usually
possible, all compliant with the system requirements. However, one is chosen because
it groups and encapsulates the components in a more suitable way according to the
system’s requirements of scalability, maintenance, etc. The same thing applies to the
functional decomposition we have done of the patrolling mobile robot testbed. Figure
11.5 depicts the functional breakdown into subsystems of the control architecture for
the testbed discussed in the previous sections.

MOTION subsystem: contains the pioneer node, which allows control and moni-
toring of the robot’s movement, by accepting the set points for the robot’s ve-
locities, and publishing ded-reckoning information from the robot’s odometry.
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Figure 11.5: Functional decomposition of the mobile robot testbed.

LASER subsystem: is composed of the laser node. Its function is to provide range
scan readings of distances to obstacles in the environment.

KINECT subsystem: includes the kinect node, and its function is to provide a Point
Cloud with 3D information of the environment.

LOCALISATION subsystem: is composed of the map_server and the amcl nodes.
Its function is to provide an estimation of the robot’s position. To realise this
function, it depends on the LASER subsystem, for sensor readings about refer-
ence obstacles, and the MOTION subsystem for odometric information.

NAVIGATION subsystem: consists of the move_base and map_server, and pro-
vides the function of autonomous navigation. For that it relies on the LOCALI-
SATION subsystem, that provides periodically an estimation of the robot’s po-
sition, and the LASER and KINECT subsystems, which provide readings about
obstacles in the environment.

MISSION CONTROL subsystem: it is composed of the rviz and mission_manager
nodes. This subsystem allows the operator to perform mission-level control,
pausing, resuming and cancelling the patrol mission, as well as commanding
navigation to a specific location. It depends on the NAVIGATION subsystem
for the robot to navigate autonomously to the destinations commanded.

TELEOPERATION subsystem: integrated by the teleoperation node for manu-
ally driving the robot.

The previous decomposition of the control architecture results in the functional

231



Chapter 11 Testbed System

dependencies between the different subsystems depicted in figure 11.6.

«function»
NAVIGATION

«function»
LOCALISATION

«function»
TELEOPERATION

«function»
AUTONOMOUS 

PATROL

«function»
LASER

«function»
MOTION

«use»«use»
«use»

«use» «use»

«use»

«use»

«function»
COMMANDED 
NAVIGATION

«use»

«function»
KINECT

«use»

Figure 11.6: Dependencies between the subsystems in the mo-
bile robot.

Note that we could have decided a different set of subsystems, considering differ-
ent grouping of the components. For example, the map_server could have consti-
tuted a subsystem on its own, the NAVIGATION and LOCALISATION functionally
depending on it, instead of being a role in each of those subsystems. However, hav-
ing no alternative component or design to provide the map functionality, there is no
need for functionally encapsulating it to have a point for variance in the functional
architecture. The case of the sensors is just the opposite, we need to encapsulate their
functionality to have that function as a point of variance, since the system is to be
designed so as to adapt to faults in its sensors, as defined in the scenarios.

11.2.3 Design alternatives

The functional architecture of the domain control system is not unique and static.
There are design alternatives for some of the functions or subsystems identified in
11.6. This is necessary to have redundancy in the system, be it physical or analytical.
Each alternative design for a function (a TOMASYs FunctionDesign) is a variance
point in the functional architecture of the system, so that the different alternatives for
the complete control system is the product of the numbers of alternatives in these
variance points. Following we describe the alternative designs we have developed to
address the requirements of robust autonomy and adaptivity presented in page 223.

LASER subsystem

The laser node, implemented using the sicklms_toolbox package, can be de-
ployed in the system to obtain scan readings from the SICK laser sensor of the robot.
This is a straight-forward design for the LASER subsystem.

There is an alternative to obtain laser-like scan readings when there is no laser sen-
sor available (figure 11.7a). The pcl node, implemented using the pcl ROS package,
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laser

scans

Laser 1

(a) The laser node directly provides
scan readings.

Laser 2

pcl2scan

scans

pcl

(b) Laser-like scan readings can be
obtained also using the kinect and
pcl nodes.

Figure 11.7: Two different configurations of ROS nodes that provide laser-like scan readings
of obstacles in the environment.

allows to obtain LaserScan (scan) messages from the PointCloud (pcl) data published
by the kinect (figure 11.7b). However, the scan readings obtained with this alterna-
tive design are of a narrower span angle (60° of horizontal span in the Kinect sensor,
compared to the 180° of the laser), and lower quality (they are noisier and less accu-
rate).

LOCALISATION subsystem

The amcl node uses scan readings to match reference obstacles as explained in the
previous section. As shown above, these can be easily obtained the SICK LMS laser
sensor using the laser node. This is the default laser design for the LOCALISATION
subsystem in figure 11.8a.

However, when these scan readings are obtained from the Kinect’s PoinCloud, us-
ing the LASER 2 subsystem, they have different characteristics (noise) as discussed
above. The algorithm’s parameters regarding the sensor model must be adjusted ac-
cordingly. However, this is not enough to achieve a LOCALISATION subsystem re-
liable enough, due to the poor quality of the sensory readings available. This can be
overcome by improving the quality of the other sensory source: the ded-reckoning es-
timation obtained from the robot’s odometry. The ekf node from the ROS packages,
which implements an Extended Kalman Filter, can be used to obtain a better ded-
reckoning estimation of the robot position by integrating the odometry information
from the pioneer with the orientation information provided by the compass. This
kinect design of the LOCALISATION subsystem is shown in figure 11.8b.

Although the robot can operate with this later design for the localisation, as has
been previously commented it is less reliable than the design that uses the laser read-
ings for the mapping of reference obstacles. The obstacles mapped with the scans
obtained from the Point Cloud information are fewer and with a greater covariance,
given the already commented much narrower span angle of the Kinect sensor and the
noise of its readings. This results in a poorer performance of the localisation algorithm
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Localisation 1
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amcl
scans

est_pos

map

config 1

(a) The standard configuration of
the LOCALISATION subsystem us-
ing laser scan readings and odometry
information from the robot.

Localisation 2

odom

map_server

scans

est_pos

map
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imu

ekf
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amcl

config 2

(b) The alternative design of the lo-
calisation subsystem that uses an Ex-
tended Kalman Filter to improve the
ded-reckoning input to the Monte
Carlo algorithm.

Figure 11.8: Two alternatives for the LOCALISATION function, depending on the availability
of the laser sensor.
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than when the laser scans, which include a larger quantity of obstacles detected, are
used.

NAVIGATION subsystem

The move_base node can use different sensory sources to map obstacles to the robot’s
navigation. There are different configurations for the NAVIGATION subsystem de-
pending on the sensory sources used. In our mobile robot testbed there are two sources
available: the laser scan readings and the kinect’s PointCloud. This way we have de-
signed three alternative NAVIGATION systems, depending on which source is used,
or if it is both, as explained in figure 11.9.

The main navigation design (fig. 11.9a) uses both the laser scan readings and the
Kinet’s Point Cloud information to update the information about obstacles, the laser
navigation design (fig. 11.9b) uses only the laser scan readings, and finally, the kinect
navigation design (fig. 11.9b) uses only the Point Cloud information to map obstacles.
In addition to the previous differences between the three configuration for the naviga-
tion subsystem, the parameters for the control law applied by the move_base that
constrain the robot’s movement are tuned differently in each of the alternatives. For
example, given the much more limited span angle covered by the Kinect sensor (60°
against 180° for the laser readings), and the lower update frequency, the move_base
commands lower velocities for a more safe and smooth movement of the robot.

Overall alternative functional designs

Considering the previous alternative designs for the Localisation, Navigation, and
Laser functions, we have two alternative control architectures for the complete testbed
system, as depicted in figure 11.10, in addition to the main design of figure 11.5 that
makes use of the laser and the Kinect sensors. The laser design (fig. 11.10a) main-
tains the good performance of the main design, although it is less safe due to the more
complete 3D information provided by the Kinect that is missing, whereas the kinect
design (fig. 11.10b) has a poorer performance.

The design alternatives have different performances. The laser configuration pro-
vides a better and more reliable performance than the kinect design, for the reasons
already explained. Some quantitative measurements of this has been obtained in ex-
perimental works [31] conducted in relation to this research (see table 11.1).
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(a) The navigation subsystem using both scan readings
from a laser sensor and PointCloud information from a
Kinect to map obstacles.

Navigation 2
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(b) The navigation subsystem using
only the laser readings for obstacle
mapping.
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(c) The navigation subsystem using
only the Kinect’s PoinCloud informa-
tion for obstacle mapping.

Figure 11.9: Three alternative designs for the NAVIGATION subsystem, depending on the
availability of sensors for obstacle perception.

Lap 1 Lap 2 Lap 3 Lap 4 Lap 5 Lap 6 Lap 7 mean ± std. dev.

Laser 180.5 198.5 158.9 202.0 153.0 211.6 135.9 177.2 ± 26.4

Kinect 224.9 302.0 346.2 536.4 489.5 331.7 422.2 379.0 ± 101.3

Table 11.1: Time measures, in seconds, of the robot navigation through the rectangular cor-
ridors of the patrolling area using the different design configurations. The mean time of each
lap when using the laser is less than half the time when the robot uses the Kinect. Besides,
the system is much more reliable with the laser design: the standard deviation obtained is 26.4
seconds, versus 101.3 seconds of deviation for the kinect configuration.
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(a) Design of the testbed control architecture that does not use the
Kinect sensor.
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(b) Design of the testbed control architecture that does not use the laser
sensor.

Figure 11.10: Two alternative designs for the testbed control architecture that realise the same
functionality to address the system’s requirements.

237



Chapter 11 Testbed System

11.3 Metacontrol System Development

For the development of the metacontrol system in the mobile robot the OMEP Meta
Development process has been followed. This way, the metacontroller has been devel-
oped by first obtaining the TOMASys model of the testbed control system, and then
implementing a metacontroller that uses it to adapt the patrolling system if required
by the circumstances. Following the MDA approach for OMEP described in section
10.2, the OM Java library has been used for the implementation of the metacontroller,
as described on page 218. According to this process, a ROS Java package has been de-
veloped, in order to deploy the OM Architecture in a ROS system such as the testbed.
This package has been developed to be general for any ROS-based control system, and
not just for our mobile robot testbed.

For the building of the metacontrol system, the specific resilience and adaptivity
requirements for this autonomous application, which have been introduced on page
223, have been considered. Following they are further analysed.

11.3.1 Metacontrol System Requirements Analysis

The requirements for the Metacontrol System derive from those of the complete testbed
that refer to fault-tolerance and adaptability issues, which were presented in page 223.
In this section we analyse them in detail, using the method proposed by Fernández et
al. [47], in order to check the validity of the OM Framework to address them.

Following Fernández at al. method, we have performed the following tasks in
order to elaborate the requirements for the Metacontrol System:

1. envisioned the operational scenarios or use cases,
2. identified operational needs that can be extracted from the previous scenarios,
3. gathered the functional requirements in a tree of capabilities and listed the non-

functional requirements.

Operational Scenarios (Use Cases) and needs

These are the operational scenarios envisioned for the Metacontrol System in the mo-
bile robot testbed:

1. S0 – No failure in the testbed system: the Metacontrol receives monitoring in-
formation from the patrolling system and maintains a representation of its state.
The Metacontrol does not take any action because the patrolling system is work-
ing as desired.

2. S1 – Laser transient failure: during regular operation, the robot’s laser driver
fails and no laser information is received by the patrolling system. The Meta-
control observes this and re-starts the laser’s driver.
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3. S2 – Laser permanent failure: same incident with the laser’s driver than above,
but this time re-starting the driver does not solve the problem. The Metacon-
trol reconfigures the patrolling system so as to use the Kinect sensor input data
instead of the laser’s for navigation (kinect configuration).

Tables 11.2, 11.3, 11.4 describe the scenarios S0 to S2 in terms of the expected
behaviour of the complete system, considering its initial and final states.

The previous scenarios have been proposed to demonstrate the adaptivity capabil-
ities that the OM architecture gives to the control system of the robot. Let us consider
them in relation with the metacontrol scenarios envisioned for the OM Architecture in
section 9.1.2:

• Scenario 1 requires the usual functionality in active fault-tolerance, that is com-
ponent recovery. The system detects the failure of one of its components and
fixes it. In this case a structural mismatch between the specified (designed)
system and the running system is detected and fixed.

• Scenario 2 demands a reconfiguration, since the initial design is no longer real-
isable; it corresponds to a function recovery. The metacontrol reconfigures the
system according to the best alternative functional design that is available.

Operational needs Note that the previous operational scenarios demand the follow-
ing functionality from the metacontrol system:

• maintain a representation of the functional design for the patrolling system that
is running at any instant.

• maintain an updated state of the functions for the currently instantiated func-
tional design.

• produce a new instance of a functional design according to the available com-
ponents for the patrolling system.

• memory of past reconfiguration actions.

These requirements can be addressed by the OM Architecture (See 9.1.2)

Metacontrol System Requirements

We can apply for the metacontrol system requirements the same analysis that we have
performed for the control system:

Functional requirements: they are a particular instance of those specified for any
autonomous system in the OM Architecture. We have also added the following
requirement regarding the operator interface for the metacontroller:

• the metacontroller is user-controllable, independently of the patrolling system,
for example to switch in between operational modes: start, stop, sensing-only
mode (in which the Metacontrol System monitors the patrolling system, but
does not actuate upon it).

239



Chapter 11 Testbed System

Table 11.2: Regular operation of the patrolling system with no failures.

Name S0: No failure in patrolling system

Description

The metacontroller receives monitoring information from the
patrolling system and maintains a representation of its state.
The metacontroller does not take any action because the pa-
trolling system is working as desired.

Preconditions The patrolling system is up and running, the metacontroller
system is also running.

Periodic The patrolling system works properly with the configuration
desired.

Basic Flow

The metacontroller monitors the state of the patrolling sys-
tem, by periodically updating the model it maintains of its
components and functions. Since that state complies with the
desired design, no action is needed.

Postconditions The patrolling system works as desired without the metacon-
troller’s intervention.

Table 11.3: Laser transient failure scenario.

Name S1: Laser transient failure

Description

During regular operation, the robot’s laser sensor fails and no
laser information is received by the patrolling system. The
metacontroller detects this abnormal situation and actuates
to recover from it by re-starting the laser driver.

Preconditions The patrolling system is up and running with the main con-
figuration, the metacontroller system is also in operation.

Triggering event The laser driver fails and stops providing laser data to the
patrolling system.

Basic Flow

1. Detect errors in the components of the patrolling system.
2. Update the state of components observed: the laser driver

is in error.
3. Re-start the laser driver.

Postconditions

The patrolling system resumes its mission and continues mov-
ing to the waypoint it targeted when the scenario was trig-
gered, operating with the main configuration, as it was before
the triggering event. The metacontroller continues operating
as previously, monitoring the state of the patrolling system.
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Table 11.4: Laser permanent failure scenario.

Name S2: Laser permanent failure

Description

The laser driver stops working and re-starting it does not solve
the problem. The Metacontrol reconfigures the patrolling sys-
tem so as to use the Kinect sensor input data instead of the
laser’s for navigation (kinect configuration).

Preconditions

The patrolling system is in laser configuration, but not running
because of a laser driver failure, which has caused the system
to undergo the laser transient failure scenario, not having re-
turned to the normal operation scenario.

Triggering event The laser component class ceases to be available.

Basic Flow

1. Detect errors in the components of the patrolling system.
2. Update the state of components observed: several func-

tions are in failure, but the origin is an internal failure of
the function to provide laser readings.

3. Update the functional status of the system: the function
to obtain laser readings is no longer available.

4. The patrolling system is reconfigured to the kinect config-
uration.

Postconditions

The patrolling system resumes its mission by navigating to the
waypoint it targeted when this scenario triggered, but now in
the kinect configuration. The metacontroller continues op-
erating as previously, monitoring the state of the patrolling
system.

Includes The laser transient failure scenario up to its postconditions,
which do not hold in this case.
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Non-functional requirements: are those defined for the OM Architecture:

• minimal intrusion in the performance of the patrolling system for monitoring,

• minimal reconfiguration time,

• safe transition between design configurations,

• minimal impact on the patrolling system’s performance between functional con-
figurations.

• failure in the metacontrol must not affect operation of the patrolling system.

• economy – performance-resilience trade-off 9.

11.3.2 Metacontrol Design for the Testbed

An OM-based metacontroller has been developed for the testbed patrolling system that
addresses the previous metacontrol requirements. Note that this metacontroller could
have been developed from scratch, departing just from the OM reference architecture
provided in chapter 9. However, the objective of the testbed was to validate not only
the thesis abstract principles, but also the framework and assets produced for their
reification and application in the practical engineering of autonomous systems. It is
for this reason that we have used the OMJava library to develop the metacontroller for
the testbed robot.

Using the OMJava library simplifies the design and implementation of the meta-
controller, since the library already contains an implementation for a generic OM-
based metacontroller, requiring only:

a) the integration of the OMJava implementation of the OM metacontroller in the
ROS component platform of the testbed,

b) the implemenattion of a Meta I/O module that complies with the MetaInterface
be provided, in order to connect the metacontroller to the running control sys-
tem,

c) a OM-TOMASys model of the testbed control system, embedding it in the meta-
controller for its run-time exploitation.

Instead of developing a testbed specific implementation in order to address the
previous requirements for the testbed, we have developed a general ROS stack10 that
addresses them for any ROS-based application. This is possible thanks to the MDA

9We could have the metacontrol system apply two design policies: i) have several function groundings
realised for a single objective (both the laser and the kinect to obtain range scan reading), which is more
expensive but improves resilience and performance (no need to reconfigure when one of them fails), or
ii) have only one function grounding instantiated, and reconfigure the system to a different one if it fails.
This second option is more economic in terms of resources, but hampers system performance because of
the reconfiguration needed. Despite we have configured the OM Architecture functional reconfiguration
according to the second option, it would be interesting to explore the possibility of a more sophisticated
decision mechanism capable of optimizing a joint function of performance, economy and resilience

10A ROS stack is a set of related libraries, or packages in ROS terminology.
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approach taken in the definition of the OMEP methodology and the extensibility char-
acteristics of the OMJava library that support it. Figure 11.12 schematizes this 2-step
weaving process. In the first step, the model of the OM Architecture is OMJava, which
is specific for the Java implementation platform. This model is woven with rosjava,
which is the extension of the ROS component platform for Java, resulting in the omros
, which is a model of the OM Architecture specific for the Java implementation plat-
form and the ROS component platform.

11.4 ROS implementation of the OM Architecture

Following we describe the ROS stack omros, which is the set of software libraries that
have been developed for the application of the OM Architecture Framework in ROS-
based systems. It implements the OMEP methodology and allows the integration of
OMJava metacontrollers in control systems implemented with the ROS component
framework. The omros stack was initially developed for the Electric version of ROS,
but it has recently been updated to work in ROS Fuerte too.

omrosROS Platform
specific model

OMJava ROS Platform
specific extensionrosjava

model 
weaving 1

Java Platform
specific model

model 
weaving 2

testbed metacontrol 
application

testbed functional 
model

application 
model

Figure 11.12: The MDA model weaving applied to the testbed. In the first
step “model weaving 1”, the OMJava library is woven with the rosjava ROS
library to obtain omros, the implementation of OM for the ROS component
platform. The final step“model weaving 2” consists in obtaining, from omros
and the functional model of the control application, the metacontroller for the
testbed application.

The omros stack provides a ROS node that includes an instance of the OMMeta-
controller, to allow its deployment in a ROS system, and implements a Meta I/O mod-
ule to connect it with the rest of the system for metacontrol purposes. Additionally,
omros includes a library of Java classes that implements a TOMASys model of the
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generic ROS node. This way, we have separated the generation of the OM Model for
the testbed application in two steps, the first one, involving the building of this library,
specific for the ROS platform, which can be reused for other ROS systems, and a sec-
ond one, application-specific, implemented in this case for our concrete testbed robot.
This reifies the MDA model weaving strategy for the ROS platform (see figure 11.12),
as defined for the OMEP methodology in the previous chapter (page 215).

omros

OMROSMetacontrol

OMJava

«implements» «implements»«uses»
rosjava

«uses»

OMMetaInterface OMTOMASysOMmetacontrol

OMRosAPIOMROSMetacontroller

OMROSModel

meta_actuator_node meta_sensor_node

«uses»«uses»

OMROSNode«uses»

Figure 11.13: The elements of the omros stack, and their relations to the OM-
Java library.

11.4.1 OM-based ROS Metacontroller

The ROS package omrosmetacontrol contains all the classes needed to instantiate an
OM metacontroller in a ROS system. It is basically a wrapper for the OMJava library
in ROS.

The OMROSMetacontroller class in the package implements the meta_controller
ROS node, which includes an instance of the OMMetacontroller class of OMJava, i.e.
the metacontroller. OMROSMetacontroller uses the OMRosAPI class to connect to
the ROS system for monitoring and reconfiguration. This class is an implementa-
tion of the OM Meta I/O described below. The OM Model for the metacontroller
is dynamically loaded upon initialisation. Its implementation will be described later.
Additionally, OMROSMetacontroller includes a basic console interface for the human
operator to supervise and manage the operation of the metacontroller.
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OMROSMetacontroller

metaio : OMRosAPI

meta_actuator_nodemeta_sensor_node

metacontroller : 
OMMetacontroller

model : 
OMModel

Figure 11.14: The metacon-
troller connects to the metacon-
trol infrastructure developed for
ROS through OMRosAPI.

11.4.2 ROS Meta I/O module

The ROS component platform does not provide a standard monitoring and manage-
ment infrastructure that could directly serve for the OM Architecture. However, we
have developed a simple one making use of the ROS system libraries. It consists of
two ROS nodes, to which the OMROSMetacontroller connects through the OMRos-
API class, which implements the Meta I/O module (see figure 11.14).

Monitoring and reconfiguration infrastructure

ROS offers a Python API for internal development that allows access to the running
ROS system. We have used it to implement a basic infrastructure for metacontrol
purposes. In order to integrate it with our Java-based implementation of the OM meta-
controller, we have developed two ROS nodes that encapsulate the access to the ROS
system with this Python API:

The meta_sensor_node implements the monitoring mechanisms. It periodically ac-
cesses the ROS Master and the Parameter Server11 to gather information about
the running nodes that form the control application, and publishes messages
with that information (meta_singularities topic/signal in fig. 11.15).

The meta_actuator_node implements a limited set of the reconfiguration actions
defined by the OM Architecture, because there is no infrastructure for online re-
configuration of individual components in ROS at the time of this research. This
way, the node can only perform atomic operations to KILL a node or LAUNCH
another with a given configuration. These commands are received through the
meta_action topic.

ROS message types12 have been defined for each of the topics involved in the
operation of these two nodes.

11The ROS Master and the Parameter Server are at the core of the ROS infrastructure, and contain the
information of the nodes and their properties in the running system. More information can be found at
http://www.ros.org/wiki/Master

12ROS message types are the data structures for the information flowing through the ROS topics.
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Figure 11.15: The ROS nodes that compose the metacontrol
system for the testbed.

OMRosAPI

The OMRosAPI class implements the Meta I/O module. It connects to the meta
_sensor_node for obtaining monitoring information about the ROS node in the sys-
tem by subscribing to its meta_singularities. OMRosAPI performs a mapping
from the information in the message ROS type NodeState, which is ROS-dependent,
into the platform independent ComponentObservation data type defined by the OM
Architecture. Additionally, OMRosAPI converts the filtering signal into the ROS
message type FilterNodes to command to the meta_sensor_node the nodes from
which obtain information.

Regarding the configuration of components, OMRosAPI provides a mapping from
the action vocabulary defined in OM (page 172). For each action in the reconfigu-
ration signal it receives from the metacontroller, a ROS Task Executor is dynam-
ically instantiated in its own thread. The executor decomposes the component ac-
tion into the available ROS reconfiguration actions and commands them by publishing
ROSaction messages in the meta_actions topic. The commands for a component
action form an action plan: they must be executed orderly because of dependencies.
For example, to change the configuration of a node, its state has to be saved, then it
can be killed and finally re-launched with the given configuration and the saved ini-
tial state. The executors monitor the execution status of the commands through the
meta_actions_results topic. Upon termination, they send the result of the execu-
tion of their corresponding component actions in the effect signal to the metacontroller.

11.4.3 OM-TOMASys model of a ROS system

In order to easily build the OM Model of any ROS-based system, a mapping between
the ROS component model and the OM-TOMASys metamodel has been defined. The
omrosmodel Java library has been developed to implement this mapping. It can be
considered the result of the model weaving of the Java specific model of TOMASys
given by the OMTOMASys Java package and the ROS component model.
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TOMASys representation of the ROS component model

There does not exist a formal specification of the ROS component model. This com-
plicates the application of our MDA modelling approach in the construction of auto-
matic transformations. However, we have defined the mapping between the ROS and
TOMASys metamodels as follows:

ROS nodes are modeled as TOMASys components. Their ROS parameters can be
represented as TOMASys parameters, the definition corresponding to the TOMASys
concept of a Parameter Profile. The subscriber and publisher elements of a node,
each one publishing or subscribing to a type of ROS message, can be represented
as port profile. The instantaneous connection of a ROS node to a topic is thus
represented by a TOMASys port.

ROS does not include a functional modelling methodology or any special consid-
erations in that respect, so the functional part of the TOMASys model of a ROS system
can be obtained from the functional model obtained in the design of the system, as will
be illustrated for the testbed in section 11.5.

omrosmodel library

The omrosmodel library has been developed to facilitate the building of the OM-
TOMASys model of any ROS-based control system. The library provides default
constructors for the elements in the OM Metamodel, so they can be directly used in
the implementation of the OM Model of the concrete application, for example the
testbed system described in this chapter.

The OMROSnode class, which inherits from the OMComponentClass in OM-
Java, implements the OM-TOMASys representation of a standard ROS node, and is
the main class in the library. To represent the components of a particular ROS sys-
tem, classes inheriting from OMROSNode provide with default properties that can be
overridden with those particular to the component if needed. This is described in the
following section.

 

OMComponentClass

ifm()
fm()
availability()

name : String
parameterProfiles : Set<OMParameterProfile>
portProfiles : Set<OMPortProfiles>

OMROSnode Figure 11.16: The OM-
ROSnode class developed to
implement the OM-TOMASys
representation of ROS compo-
nents.
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11.5 OM-TOMASys model of the testbed

The provision of the previously described omros stack simplifies the OMEP imple-
mentation of the metacontroller for a ROS control system in the generation of the
OM-TOMASys Model of it. In this section the model implemented for the testbed
robotic system is described.

The OM-TOMASys model of the testbed must include all the knowledge required
to address the metacontrol requirements. This includes the long-term knowledge
atoms necessary to represent the functional model of the testbed control system and
the available alternatives, as described in previous section 11.2.2, as well as the knowl-
edge about the system’s components that play the necessary roles in those functions,
described in section 11.2.1.

To build the OM Model of the Testbed, the omrosmodel library has been used, in
addition to the OMJava.tomasys classes. Java classes have been implemented extend-
ing the classes in these libraries to represent the knowledge atoms required. Following
we describe the implementation of all these atoms that compose the OM-TOMASys
model initially provided to the metacontroller for its operation. This model is main-
tained and updated by the metacontroller according to the state of the control system
observed.

11.5.1 Components

The TOMASys component classes that represent the knowledge about components
in the testbed system have been obtained almost directly from the ROS node types
involved in the application. The mapping defined in section 11.4.3 has been used.
Some of the nodes, however, have been grouped into a single component class,
since they work as a single unit and no finer level of granularity was required; this is
the case for example of the nodes involved in the operation of the Kinect sensor.

In order to produce the knowledge atoms about components the OMROSnode
class of the library has been extended to model each of the components in the testbed.
For example, specific internal error models have been obtained for the compo-
nents and implemented in the corresponding classes by overriding the default ifm
defined in the OMROSnode class. Additionally, specific factory methods have been
implemented in these classes. For example the Laser class includes a method to pro-
duce atoms that represent components of type laser, with the parameters and port
profiles characteristics of the laser node in the testbed control system.
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OMROSnode

Laser()
componentFactory()
ifm()
fm()

name : String
parameterProfiles : Set<OMParameterProfile>
portProfiles : Set<OMPortProfiles>

Laser

Figure 11.17: The Laser class
implements the OM-TOMASys
model of the laser sensor of the
testbed.

11.5.2 Metacontrol goal for the testbed

The goal of the metacontroller, as defined in the OM Architecture, is a set of TOMASys
root objectives that represent the requirements about robustness and adaptivity
concerning the high level functions of the system. In the case of our mobile robot
testbed, it is the realisation of the navigation function13.

description = "navigate"

o1 : OMRootObjective

description = "navigate"

f11 : OMFunction

type

Figure 11.18: The goal of the testbed’s metacontroller.

11.5.3 Functions

Figures 11.19, 11.20 and 11.21 depict the long-term knowledge of functions in the
OM Model of the testbed, considering only the navigation function14. It consists of
the TOMASys representation of the functional analysis and the design alternatives
described in section 11.2.2.

13Note that we could have considered a metacontrol of all the high level functions of the testbed identified
in section 11.2.2.

14The model of the rest of the high level functions can be found in annex V in page 291.
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Figure 11.19: TOMASys representation of the alternative designs for the local-
isation function.
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Figure 11.20: TOMASys model of the low level functions in the patrolling
robot.
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11.6 Testbed metacontrol operation and results

The metacontrol system described in the previous section has been validated in the
failure scenarios defined in section 11.3.1. In order to do that the complete mobile
robotic system has been deployed to execute a pre-defined patrolling mission in au-
tonomous navigation mode (see figure 11.22) in several trials. During each trial one
of the envisioned failures was simulated.

Figure 11.22: The robot’s path and waypoints for its patrolling
mission.

To integrate and deploy the metacontroller with the rest of the components of the
ROS navigation system one has simply to execute the ROS node defined by the OM-
ROSMetacontroller class, passing it as a parameter the Java class that contains the
initial OM-TOMASys model of the system, defined in section 11.5.

An interesting property of the OM metacontroller is that, in order to deploy and
start the whole system, only the metacontroller needs to be launched, apart from the
physical infrastructure of the robotic system. The rest of the software components of
the control system will be automatically launched by the metacontroller, because it
will detect the absence of components to fulfil the roles in the functional hierarchy
that is its goal. The metacontroller will bootstrap the whole system.

The initial conditions are the same for all the scenarios: the robot’s navigation
architecture is already up and running as specified, as well as the metacontrol sys-
tem, and the OM-TOMASys estimated state contains the component and function
grounding atoms that represent the instantiation of the main design, schematized in
figures 11.23 and 11.24.

In the following we describe the operation of the metacontroller in each of the
scenarios, discussing how it results in different reconfigurations of the control system
to adapt it to the circumstances.
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Figure 11.23: The state atoms of the functional hierarchy in the initial state of
the run-time OM-TOMASys model of the testbed.
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Figure 11.24: Some of the roles, component specifications and components state atoms
in the initial state.

11.6.1 Scenario 1: Laser temporary failure

In this scenario, only the Components Loop of the metacontroller actuates to recover
the system from a temporary failure in the laser component. The sequence of activity
in the system proceeds as follows. While the robot is navigating, the laser sensor is
disconnected. This produces an error in the laser ROS node, which stops publishing
scan readings. The error is logged in the ROS system, and the meta_sensor_node
of the metacontrol system gathers that information, so the Meta I/O sends it to the
metacontroller in the Component Observation monitoring signal about the laser com-
ponent.

At the Components Loop, during the update of the estimated state of the compo-
nents, the error in the log of the laser component is mapped to an ERROR status of the
component by the TOMASys ifm. The evaluation phase does not detect any other
deviations from the desired goal of component specifications that this ERROR status
of the laser component. A RESTART action (A1) over the laser node is therefore
computed and executed through the Meta I/O, where an executor is instantiated that
produces the ROS commands to first KILL the previous laser node, and then, upon
success of the execution of the previous, LAUNCH a new laser node with the same
configuration.

The final state of the robot’s control system, of the metacontroller and of the run-
time OM-TOMASys model of the system, is exactly the same than those at the begin-
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Components Configuration 
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      ...

Components Goal
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STATUS=ERROR
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: Laser

STATUS = ERROR

compliant = laser

spec4 : OMCompSpec

Figure 11.25: State atoms representing the laser failure in the
estimated state and the goal of the Components Loop.

ning of the scenario.

It is interesting to note that the internal failure of a component is a particular case
of the general scenario of a component non complying with its specification and thus
not fulfilling its role. Other such scenarios are those in which the component is in a
different configuration from the specification, e.g. because of a wrong parameter value
or an undesired connection to other component. Some trials were also successfully
performed for this scenarios, in which the metacontroller successfully reconfigured
the robot’s control system when it was incorrectly initialised.

11.6.2 Scenario 2: Laser permanent failure

The flow of activity in the metacontroller is the same as in the first scenario, from the
laser failure to the execution of the metacontrol RESTART action A1 to reconfigure
the system by re-starting the laser node. Then it diverges, when that action fails.

This failure is identified by meta_actuator_nodewhen the command to LAUNCH
the laser node produces an initialisation error. This information is sent to the OM-
RosAPI instance, where the executor in charge of action A1 interprets the command
failure and sends a Meta I/O effect signal to the metacontroller with the FAILURE of
A1.

At the metacontroller the previous information is interpreted by the model of the
laser component class, which establishes that a failure in a configuration action over
a component of laser type implies that the component class is no longer available.

a. The component subgoal (specification atom) of having the laser becomes in
ERROR.

b. The component class representing the laser becomes UNAVAILABLE.

The failure then scales up to the metacontroller’s Functional Loop. The perception
process updates the state of the functional hierarchy. Firstly, the UNACHIEVED status
of spec4 (the laser component specification) triggers the error of fg3, the grounding of
the scan function.

The TOMASys failure models for the objectives and functions update the objectives
and function groundings that require downwards fg3, as depicted in figure 11.26.
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Figure 11.26: State atoms representing the laser permanent failure in the esti-
mated state and the goal of the Components Loop, and its effect on the func-
tional hierarchy perceived at the Functions Loop.
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Additionally, the UNAVAILABLE status of the Laser component class makes
the function design that uses a role of that class also unavailable (availability=
0). This is the case of the functions fd_nav1 and fd_loc1 currently instantiated, and
fd_nav2 in the knowledge atoms.

Given that the functional perception results in the ERROR of the o0 navigation
root objective, a functional reconfiguration of the system is required. It is com-
puted by the Functional Loop of the metacontroller as follows.

Firstly the evaluation process updates the relevance of the currently instantiated
objectives, following the procedure described in page 197. This results in all the
objectives in the hierarchy but the single root objective being updated to relevance=
0, since all the hierarchy is devoted to comply with the requirements of the function
fg1, which is in FAILURE and no longer available. Then, a new design that realises
o1 is computed using the available alternatives and following the algorithm described
in page 198. This results in the generation of functional state atoms to represent the
desired kinect design alternative for the testbed navigation system.

The functional hierarchy is updated with all the generated groundings and required
objectives, whereas the component specifications corresponding to the re-
quired roles are sent as the new Goal of the Component Loop (see figure 11.27).

New Components Goal

      ...

   

move_base (config2)

: OMCompSpec

map_server

spec2 : OMCompSpec

amcl (config2)

spec3 : OMCompSpec

kinect

: OMCompSpec

ekf

: OMCompSpec

compass

: OMCompSpec

pcl2scan

: OMCompSpec

pioneer

: OMCompSpec

Figure 11.27: The new goal of the Components Loop. Some
of the specifications (on the right), correspond to the new roles
required.

Finally, the Components Loop, following its regular operation launches all the
components that are required for the new specifications, deactivating those no longer
needed.
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Figure 11.28: The navigation of the robot before (a) and after (b) the laser per-
manent failure (an X marks the moment in the robot’s path when it occurred)
and the reconfiguration from the main design to the kinect. The red dots corre-
spond to the range scan reading of obstacles. Note the lack of lateral references
due to the narrower angle span when in the kinect configuration.

11.7 Analysis

The testbed developed and tested in experimental scenarios, which has been described
along this chapter, has demonstrated the validity of the approach for the engineering
of self-awareness and adaptivity properties in autonomous systems. The OM-based
metacontroller developed for the autonomous mobile robot has provided it with the
capacity to detect a malfunctioning of the operation of its control system at both the
component and the functional levels, and overcome it by adapting through reconfigu-
ration. However, some improvements for the OM Architectural Framework have been
identified that can be ilustrated with the previous scenarios. Following we discuss the
results achieved and these further considerations.

In relation to the engineering of the metacontrol system, the OMEP model-weaving
methodology has demonstrated its validity not only to build the final metacontroller
for an autonomous application, but also to produce reusable intermediate assets. The
OMJava library, applicable to the development of OM-based metacontrollers for any
component-based control application suitable to embed a Java component, and the
omros ROS stack, directly applicable to any ROS system with no more than defining
its OM-TOMASys model, are proofs of this.

The OM model-based and architectural approach has a clear positive impact on
the properties of the autonomous system, such as its scalability and maintainability.
The Meta I/O is an interface that decouples the metacontroller and the control system,
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so that each one can be developed independently. This way, the internal architec-
ture (OM) of the metacontroller and its implementation can be optimized, extended
or improved, without affecting the implementation of the control system. But more
importantly, the ECL pattern model-centric design of the OM metacontroller decou-
ples its operation from the information about the (meta-)controlled system. This way,
the control system of the autonomous operation can be completely modified without
affecting the metacontroller. To maintain the metacontrol system it is only needed to
update the OM-TOMASys model of the control system.

Regarding the online operation of the metacontrol system, the success of the tri-
als performed according to the scenario of the transient laser failure demonstrates that
the developed OM metacontroller provides the system with fault-tolerance capabilities
based on component-recovery. But furthermore, the second scenario of a permanent
laser failure, in which a simple yet actual on the fly system re-design is required in or-
der to maintain the robot’s functionality, proofs that the OM Architecture also purveys
this capability.

Notwithstanding, the OM Architecture can be improved in many aspects. For
example, in the first scenario, the final state of the robot’s metacontroller and, more
importantly, the run-time OM-TOMASys model of the system are exactly the same
as at the initial time. This is one point where the TOMASys metamodel and the OM
Architecture could be extended and improved: the model of a component class could
be further extended to include reliability information. The metacontroller could then
learn from an episode such as that of scenario 1 and update the model of the laser,
by modifying the failure model of the Laser component class, or a new numeric
attribute representing its reliability.
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Conclusions and Future Work

This work is of a deep exploratory nature: a diversity of fields have been analysed,
which deal with a variety of themes ranging from engineering frameworks, to philo-
sophical concepts, and including scientific theories and models; all this in order to in-
vestigate the possibility of building general self-awareness capabilities into machines,
so that they become more robustly autonomous.

This concluding chapter analyses the accomplishment of the objectives initially
addressed in this thesis. The benefits and novelty of the solution proposed, the OM Ar-
chitectural Framework, are discussed. Shortcomings and difficulties are also pointed
out. Finally, possible extensions and improvements of the work are identified, and
future research lines to address them are proposed.

12.1 A universal framework for self-awareness in au-
tonomous systems

There is a need for building more autonomous technical systems, with a special fo-
cus on dependability issues, as was discussed in the first part of the dissertation. In-
telligence and cognition have been thoroughly researched for solutions to improve
autonomy in artificial systems. In the recent decades, the value of self-awareness
capabilities is also being explored for technical systems, for example in the fields of
autonomic computing and machine consciousness. The main purpose of this work was
to explore self-awareness in the context of developing control systems for autonomous
applications, concretely the ASys’ model-based approach to engineering autonomy, in
the line of López [90]. The ultimate objective is to move the responsibility of sys-
tem’s adaptivity from engineers at design time to the self-aware system at run-time.
Formulating this goal as a question: (page 2.3):

How can we enhance control systems with self-aware capabili-
ties so as to robustly improve their autonomy?
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This thesis argues that we can do that by incorporating a metacontroller to the con-
trol architecture of the autonomous system, capable of understanding the functional
state and reconfiguring its organisation at run-time if required. To do that it exploits
the engineering knowledge of the system, captured in an explicit functional model of
the system.

The aim of this work has been to provide a universal, yet of practical engineering
applicability, solution. For that purpose, we have considered and developed elements
at different levels of abstraction and engineering resolution:

Theoretical foundation. The extension and adaptation of Lopez’s theoretical frame-
work for autonomous systems came forth naturally during the analysis phase of
the research, because the need for a formal basement to develop a consistent and
coherent framework became clear.

Engineering postulates. The three thesis postulates extend the ASys principled ap-
proach for the building of cognitive autonomous systems. They represent a path
to self-awareness through our metacontrol vision based on functional modelling.

OM Architectural Framework. To reify the previous design principles, a complete
architectural framework was developed: the OM Architectural Framework. Rel-
evant elements include:

Patterns for Self-awareness. Four design patterns develop the thesis postu-
lates and the model-based cognitive control principle into reusable design
guidelines for the engineering of control systems. The Epistemic Control
Loop pattern provides guidelines to develop a controller that exploits an
explicit model of the plant. The Metacontrol and Functional/Structural
Metacontrol patterns define the integration of a metacontroller in the con-
trol architecture of the system, and the organisation of the internal of the
metacontroller, respectively. The Deep Model Reflection pattern speci-
fies the modelling process to produce a functional model that is usable at
run-time for metacontrol.

TOMASys. The TOMASys metamodel was developed to define the functional
self-model that an autonomous system could exploit for self-awareness.
It provides a conceptualisation of the organisation in components and the
functions of an autonomous system. The elements of the metamodel are
based in a theoretical framework rooted in the general systems theory.

Reference Architecture. The OM Architecture is an engineering blueprint for
the metacontrol. It defines the model-centric processes involved in the
meta-control loops that allow the observation of the functional state of a
control system and its eventual reconfiguration.

Engineering methodology. The OM Engineering Process suggests a method-
ology to apply the OM Architectural framework in the construction of the
metacontroller for an autonomous system.

Software assets validated in a testbed. In order to demonstrate the validity of the
proposed framework, a software library was developed and applied to the con-
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struction of a self-aware autonomous system. The library implements an OM-
based metacontroller, and interfaces to integrate it in component-based control
systems.

12.1.1 Review of the Objectives of the Work

Let us review how the work developed has contributed to achieve the different objec-
tives in which we had decomposed the purpose of this thesis:

1. Analyse mechanisms for adaptivity both from biological cognition centered on
self-awareness, and extant technical approaches. Biologically inspired approaches,
such as cognitive architectures, are more focused on high-level cognitive capa-
bilities, and validating scientific models of intelligence, rather than structural
mechanisms for robust autonomy. On the other hand, engineering approaches
closer to industry, such as fault-tolerant control and autonomic-computing, are
still missing to leverage the model-based vision of cognition.

The following paper was contributed in the preliminary stages of the research,
related to the analysis of intelligence as an adaptivity mechanism, in terms of
the framework for autonomous systems:
[91]

2. Explore the relation between self-awareness and models. The subject of mod-
elling has been thoroughly explored, the results were presented in sections 3.3
and 3.2. The representation of function, in its relational sense between the or-
ganisation of a system and its directiveness, seems to play a vital role in the
engineering of self-awareness in technical systems.

The following journal article presented the results of studying the value of self-
awareness/consciousness:
[68].
It contains some preliminary ideas for the OM Architecture, although focusing
on the preliminary idea of the metacontrol in the operating system metaphor:
providing the infrastructure and orchestration for the cognitive processes in an
autonomous system to perform.

3. Elaborate control design principles. The three postulates of this thesis (section
6.2) extend the ASys model-based-cognition principled approach to engineer-
ing autonomy. They provide guidelines for implementing self-awareness in
autonomous systems as a functional meta-control that exploits at runtime the
engineering models of the system.

4. Develop an architecture for self-aware control systems. A complete Architectural
framework has been developed. At its core is the OM Architecture and the
TOMASys metamodel. But the framework also integrates the four design pat-
terns for self-aware autonomous systems, the OM Engineering Process and ac-
companying assets.
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5. Build reusable software assets. The OMJava library implements the OM Archi-
tecture and can be used to develop domain-independent metacontrol systems
in Java. In addition, a ROS stack has been developed for the Robot Operating
System [52] component framework that allows to integrate OM-based metacon-
trollers in ROS systems.

6. Validate the research with a testbed. The OMJava library has been applied to the
development of a mobile robot application, where the value of the self-awareness
provided by the OM metacontroller has been validated.

A paper presenting the initial version of the principles developed as reusable de-
sign patterns, and introducing the OM Architecture and the OMJava library, with its
application to the mobile robot testbed, has been recently published [65].

12.1.2 The OM Architectural framework and the engineering of
autonomous systems

The OM Architectural framework has much in common with the other approaches for
the construction of autonomous systems that have been analysed. It has to be so, given
the fact that it was inspired by them. This work could be viewed as an attempt to
integrate the adequate principles and techniques from them into the ASys foundation,
to develop the envisioned self-awareness for the adaptivity goal.

The TOMASys metamodel was initially conceived to allow the representation of
the functionality of the system, capturing the relation between its structure and its
objectives or functions, as the functional modelling approaches analysed in section 3.3
do. However, TOMASys defines models that are to be exploited by the system itself at
runtime for reconfiguration, whereas the methodologies in the literature analysed are
aimed at their use by engineers for design analysis, diagnosis or supervisory control.

The solution provided by the OM Architecture, with a metacontrol system exploit-
ing a functional model conforming to the TOMASys metamodel is more similar to the
fault-tolerant control approach with a supervision level including diagnosis and recon-
figuration modules defined in [21, pp. 612-618]. While sharing a common pattern of
decomposing the control system in a domain/control and metacontrol/supervision lev-
els with the proposal by Blanke et al. proposal, the OM Architecture is not limited to
fault-tolerance. The control architecture presented in this work addresses the achieve-
ment of the system’s functionality as explicitly defined by its objectives. It does not
distinguish whether the behaviour of the system diverges from them due to internal
faults, external disturbances or unforeseen circumstances.

The architectural solution proposed in OM - i.e. to have a subsystem, the meta-
controller, to control the correct performance of the rest of the control system- is sim-
ilar to the autonomic manager in self-managed software systems. However, whereas
the autonomic initiative considers a self-management of individual autonomous com-
ponents, inspired in the regulatory homeostatic mechanisms in living organisms, our
metacontrol approach considers a more centralised operation based on the exploitation
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of explicit knowledge (models), inspired by cognitive architectures and the high-level
functions of the brain.

12.1.3 Novelty and major Contributions of the Research

A major novelty of this work is its multidisciplinar character, integrating ideas and
considerations from a great variety of fields, and yet arriving at a very specific solution
of immediate practical applicability for the engineering of autonomous systems. This
way, the thesis integrates philosophical and biological ideas about cognition and self-
awareness, with industrial-oriented methods and technical standards, such as MDE or
fault-tolerant techniques.

Other approaches to machine consciousness focus on the cognitive properties of
the system that result from the application of a scientific model of consciousness, in
comparison with natural systems. Our OM Architectural Framework is more focused
on the engineering of the self-properties, as it is also the case of the work by Chella et
al. [33].

We argue that, all in all, the OM Architectural Framework is universal and com-
plete:

Domain general. The work developed is rooted in the General Systems Theory to
guarantee a solution applicable to any autonomous system, independently of its
domain. This general character has been maintained in every further specifica-
tion of the solution, from the more abstract concepts to the implementation of
the platform specific models in the engineering framework.

Technology independent. The OM Architectural Framework is applicable to any
control system that can be represented with a component model, no matter its
particular implementation technology.

Implementation independent. The metacontrol solution has been developed in an
architectural form, so that it can be applied at the design stage without con-
straints on the technology used for the implementation of the metacontroller.

Engineering applicability: from design principles to implementation. This work pro-
vides a complete solution to the building of self-aware autonomous systems
because the OM Architecture Framework provides assets to guide their engi-
neering covering all the development phases, and a methodology to follow. The
basic principles proposed have been formalised into reusable design patterns,
with which different control architectures can be developed. The OM Archi-
tecture is one of the possibilities, and provides a blueprint to design the control
architecture of a particular system. The OMJava library is an implementation
of the OM Architecture that can be applied in the final implementation of an
autonomous system.

The patterns, as instantiated in the OM Architecture, were easily applicable thanks
to the construction of a domain neutral implementation (OMJava). From it, the pro-
duction of the ROS platform-specific model was straightforward, and only slightly
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hampered by the lack of a formal Platform Definition Model for ROS. Considering
strictly only the development of the testbed application, the addition of our reference
architecture produced only a minor extra-effort when compared with a standard devel-
opment of the control architecture for the mobile robot.

12.2 Future Work

The work developed in this thesis tried to address a huge quest covering a very wide
scope, because it intended to address the engineering of autonomous systems consider-
ing all its aspects. It is for this reason that a deep and advanced solution for all of them
has not been possible, and it was not the objective. Therefore, there are many ideas
for future improvements or even complete research lines that have been identified.

The design patterns for self-aware systems could be further formalised, and a more
complete analysis of the implications and considerations for each pattern is possible.
For example, the MetaControl pattern is defined at the system level. It could be inter-
esting to explore the possibility of a distributed metacontrol, the pattern being applied
at the component level, as it is in the Autonomic Computing approach, so that each
component has self-awareness and adaptivity capabilities.

An specially important ongoing work is the self-closure of the MC pattern: the ap-
plication of the MetaControl pattern to the metacontrol subsystem itself, so it becomes
also a subject of monitoring and reconfiguration for adaptation. This could face the
problem of infinite regress, so characteristic of the self-consciousness phenomena, but
could also open the door to the emergence of the Self in artificial systems.

A more advanced topic for future work is the federation of OM agents to gener-
ate societies of controllers. They could interchange or share models and collaborate,
promoting mutual awareness.

Additionally, some ideas and open issues have appeared during the development
of the TOMASys metamodel, which are relevant for the whole OM framework:

• Currently, the TOMASys metamodel only models basic structural aspects of a
control system. It is necessary to incorporate behavioral aspects to our current
metamodel so that the Metacontrol could be able to handle function-centric,
dynamical issues in the domain control system.

• It would be interesting to weave the functional and ontological views in the de-
composition of a system into components. As with UML components or SysML
blocks, components can be considered as composed of other components inter-
connected. This nesting of components is not modeled in the current version of
TOMASys, in which it is a function design the element that nests compo-
nents performing roles. We could conceive a function design associated to
a component, or rather to the role of the component. This can be conceived as
an extension of the current TOMASys functional view. It would be a modelling
of Functional Decomposition different from the present one, which consists of
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the function design requiring an external objective. In this new model a
Function Design would realise a role in a parent function design, so we can have
the component composition of the system directly modeled as a composition of
function designs. In the lowest/deeper level in the decomposition the role
is performed by a component.

• Enhance components with generalisation, so we can have more general types of
components, such as a range sensor. Describe implications with definition of
roles, that we can now refer to (virtual) instances of the more general/abstract
classes, so that it is possible to select an instance of the best concrete Compo-
nentClass of that general type.

• Complete improvement of TOMASys extending with ECL concepts to account
for cognitive autonomous systems, and integration with OASys. It is necessary
to improve the metamodel by including the full ECL and OASys [18] concepts
to further specify functionality.

Regarding the engineering process that accompanies the OM Architectural solu-
tion, The OMEP methodology should be completed to cover all the steps in the engi-
neering process, and integrated with the OASys-based Methodology, formally defin-
ing the views of interest related to the metacontrol development. An important step
towards MDA would be to fully develop the application of the Deep Model Reflection
pattern, building a transformation model from UML or SysML (as engineering lan-
guages) to TOMASys. This would probably require the definition of a UML Profile
with stereotypes to adapt this engineering languages to the functional representation
required by our OM framework. The eventual result of this line of work would be the
integration of all these tools in the ICe tooling for ASys.

12.3 Concluding remarks

The pattern-based, model-centric approach to the construction of self-aware autonomous
controllers proposed by ASys can offer possibilities —both for engineering and run-
time operation— that go well beyond current capabilities of intelligent autonomous
robots. In this direction, the application of our OM Architecture, rooted on the four
design patterns described in chapter 7, has provided the robot with deep run-time
adaptivity based on a functional understanding, hence demonstrating enhanced robust
autonomy through cognitive self-awareness.

The metamodelling specification of the model exploited by the metacontroller al-
lows for its re-usability in different phases of the engineering process and by different
mechanisms. The conformance of the OM Model to TOMASys allows to obtain it
from the functional specification of the system. Tools can be defined according to
TOMASys to produce, analyse or transform the model of the autonomous system for
design activities. On the other hand, conformance to the ECL knowledge pattern of-
fers a standard interface to exploit the model for online metacontrol. Algorithms and
methods for cognitive control can be developed according to the ECL pattern and thus
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be applicable also to metacontrol tasks, without needing to conform to the domain of
components and functions defined by TOMASys, at the architecture level.

Every particular aspect of the work developed in this thesis may present some
flaws, and surely they all can be improved, by consolidating their formalisation and
improving their realisation with extant state of the art techniques. However, it is the
holistic consideration of the complete theoretical and engineering frame developed
that we consider provides an interesting novelty. Despite the long road ahead, we
argue the work developed in this thesis is a small, yet substantial, step in the quest for
a solution for the engineering of dependable autonomous systems.
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Acronyms

MDA Model-Driven Architecture. 48

MDE Model-Driven Engineering. 47

OM Operative Mind. 161

OMEP OM Engineering Process (see also OMEP in the glossary). 211, 212

PIM Platform-independent Model (see also platform-independent model in the glos-
sary). 48

PSM Platform-specific Model (see also platform-specific model in the glossary). 48

TOMASys Teleological and Ontological Metamodel for Autonomous Systems (see
also TOMASys in the glossary). 138
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Glossary

A

activity — the activity of the system is the time series of values of the system quanti-
ties over a specific period of time. 70
adaptivity — adaptivity enables systems to change their own configuration and way
of operating in order to compensate for disturbances and the effects of uncertainty in
the environment, while preserving convergence to their objectives (adapted from [90]).
83, 223
application — a concrete realisation of a system, eps. software, to fulfil the needs of
a set of specific stakeholders. 3
architecture — is the structure that identifies, defines, and organizes components,
their relationships, and principles of design; the assignment of functions to subsystems
and the specifications of the interfaces between subsystems. 25

reference architecture — a reference software architecture is a software architec-
ture where the structures and respective elements and relations provide templates
for concrete architectures in a particular domain or in a family of software systems.
26, 114, 162
software architecture — the term software architecture intuitively denotes the high
level structures of a software system. It can be defined as the set of structures needed
to understand the software system, defining the software elements, the relations
between them, and the properties of both elements and relations. 94, 159

autonomy — the quality of a system of behaving independently while pursuing the
objectives it was commanded to. 12, 13
availability — the proportion of time a system is in a functioning condition. 17, 286

B

behaviour — the behavior of the system is usually considered to be the series of
values of the observable system quantities over a period of time. In more formal
terms, the behaviour of a system is the set of all time-invariant relations of the system.
71

C

component — a modular, encapsulated part of a system, esp. reusable software im-
plementations that can be used to play the roles specified by design patterns. 138
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component model — a generic description of the system architecture, as a set of
components and their interconnections. 162
configuration — the realized structural organization of the system or a subsystem,
e.g. of a function version. 151
connector — a realized relation between two components. 144
consciousness — a cluster concept that refers to a collection of loosely-related and ill
defined phenomena like awareness, self-awareness, introspection, attention or experi-
ence. 43
control system — a control system is a set of devices —sensor, controller, actuator—
that manages, commands, directs or regulates the behavior of other device(s) or sys-
tem(s). 3
controller — the part of the control system that determines the action to be generated
and exerted into the plant. 5–8
coupling — a group of quantities that are shared by two or more elements of a system,
or by the system and its environment (adapted from [76]). 71

D

dependability — in systems engineering, dependability is a measure of a system’s
availability, reliability, and its maintainability. 17, 18, 288
directiveness — (of an autonomous system) quality —usually behavioural— of the
system, derived from a particular organisation, to behave in a convergent evolution
towards its objectives (adapted from [90]). 74

purposive directiveness — reconfiguration of parts of the organization of the sys-
tem through processes which operate with an explicit representation of the objective
of the system (adapted from [90]). 74
structural directiveness — refers to the intentional behaviour of the system which
derives from a particular organization or structure (adapted from [90]). 74

E

element — any of the entities listed in a universe of discourse and couplings model
of a system. 71
environment — the rest of the universe which is not the system object of interest. 4,
70
error — the part of the system in wrong state which potentially leads to a failure. 62

F

failure — a deviation of the system behavior from the specification. 62
fault — the cause of an error, something that changes the behaviour of a system such
that the system no longer satisfies its requirements (adapted from [21]). 62
function — a conceptualisation of how the system’s directiveness is implemented in
the system’s organisation. Roles the designer intended a subsystem should have in the
achievement of the goals of the system of which it is a part. The relation between the
purpose of the component and the behaviour rendered by its structure.

abstract function — a function as solely defined by the objective i.e. independent
of the algorithms used or the components configurations. 79, 151
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function definition — a conceptual entity that represents a complete specification
of a functional decomposition in the current scenario of the running system. 78
function design — a triplet <objective, algorithm, configuration> that specifies a
function. 79

G

General Systems Theory — the interdisciplinary study of all kinds of systems, with
the goal of elucidating principles that can be applied to all types of them at all nesting
levels in all fields of research. It may also refer specifically to a concrete approach as
Klir’s or Bertalanffy’s. 70
goal — the outcome or objective toward which certain activities of a system or its
parts are directed. 53

M

maintainability — refers to the ease with which the system may undergo repairs and
changes during its life-time evolution. 17, 286
metacontrol — the control of the function of a control system. 29, 111

metacontroller — a controller that controls the function of another controller. 112,
162, 259

mission — (of a system) the functionality demanded from a system, which is techni-
cally specified into a series of requirements, plus the constraints it must satisfy. 4
model — a representation of a system. 48

meta-model — a representation of the entities used in creating a model of a system.
48

O

objective — a desired state of the system, of the environment, or both. 75
objectives hierarchy — a organised structure of objectives. A dependency graph,
usually a tree, between the different objectives of a system. 141
root objective — a root or generative objective is an objective that does not con-
tribute to realise any other objectives. In an autonomous system, they are typically
the objectives with the longest scope and higher abstraction (adopted from [90]). 76

OM Architecture — reference architecture for the design of the metacontrol subsys-
tem in an OM-based autonomous system. 115, 135, 162, 163, 166, 167, 201, 206,
211, 212, 216, 217, 219, 246, 260, 265
OM Architecture Framework — architectural framework for the design of autonomous
systems with self-awareness and adaptivity capabilities. 115, 211, 216, 219, 244, 265,
287, 289
OMEP — the OM Engineering Process is a methodology to apply the OM Architec-
tural Framework to the construction of autonomous systems (see also OM Architecture
Framework in the glossary). 211, 212, 219, 220, 283
organisation — the set of all the properties —structural, relational— of a system
(adapted from [76]). 71

P
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performance — the effectiveness of the temporary behaviour of the system. Directly
related to requirements (adapted from [90]). 3, 18, 64, 83, 156, 207
platform — the computing infrastructure that supports the deployment and execution
of a control system. 48

platform-independent model — a model of a software system or business system,
that is independent of the specific technological platform used to implement it. 283
platform-specific model — a model of a software system or business system, that
is tailored to the specific technological platform used to implement it. 283

program — the set of system properties of local scope. 73
property — an attribute of a system. 71

Q

quantity — an observed attribute of a system (adopted from [76]). 70

R

reconfiguration — a change in the organisation of a system. 29, 31, 162
reliability — is the ability of a system or component to perform its required functions
under stated conditions for a specified period of time. 17, 286
requirement — a statement that identifies a necessary attribute, capability, character-
istic, or quality of a system for it to have value and utility to a particular stakeholder.
10, 17, 24, 28, 47, 213, 222–224
robustness — the degree to which a system or component can function correctly in
the presence of invalid inputs or stressful environmental conditions (from the IEEE
Standard Glossary of Software Engineering). 3, 16, 64, 74, 223
role — a set of connected behaviours, rights, obligations, beliefs, and norms imposed
to a component as conceptualised by patterns. 54

S

safety — refers to the personal harm and equipment damage that can arise due to a
system failure. 17
scalability — is the ability of a system to be enlarged, i.e. by incorporating new com-
ponents, to accommodate growth either quantitatively or qualitatively in performance
or in the functionality serviced. 17
scenario — a scenario is a synoptical description of an event, situation or series of
actions and events that is relevant for the behavioural analysis of a system. 232, 238
space-time resolution level — the instants of time and the locations in space where
quantities are observed. 70
state-transition structure — a form of system representation that is based on the
identification of system states and transitions between them. 71
structure — the system’s physical parts and their interconnections in the physical
topology. 73

hypothetic structure — the part of the system structure responsible for the gener-
ation of the relatively permanent behaviour. 73
real structure — the part of the system structure responsible for the generation of
the permanent behaviour. 73
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survivability — it is the aspect of system dependability that focuses on preserving
system core services, even when systems are faulty or compromised. 17
system — part of all the possible entities from the universe, which is isolated from the
rest for its analysis (adapted from [76]). 4, 70

subsystem — in general systems theory, a subsystem or element is part of a system
that is analysed separated from the rest as if it were a system of its own. 71

T

time–invariant relations — relations between the quantities of a system that do not
change. 71
TOMASys — the Teleological and Ontological Metamodel for Autonomous Systems
is a general model for representing an autonomous system’s designed functions and
structure (see also OM Architecture Framework in the glossary). 139, 141, 156, 158,
159, 162, 175, 211, 216, 217, 219, 247, 283
trait — features used by the observer in the selection of a system. 70

U

uncertainty — epistemic possibility of deviation from expectations. 8, 9
intensive uncertainty — uncertainty in the values of the magnitudes of the system
that is observed and/or modelled. 8, 14
qualitative uncertainty — refers to uncertainties that cannot be quantified. Oc-
currence of unexpected events that qualitatively change the behaviour of the system
(adapted from [90]). 8, 14

universe — the system plus its environment. The set of all entities of relevance for a
systems problem. 70

universe of discourse and couplings — a form of system representation that is
based on the identification of elements and relations between them. 71
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Mobile robot testbed additional
figures

12.4 TOMASys model of the complete mobile robot testbed

Following the TOMASys model for the complete testbed system is presented in UML-
like diagrams, including all the high-level functions in the system.

description = "teleoperation"

f01 : OMFunction

roles = 

fd_teleop : 
OMFunctionDesign

solves
confidence = 1

r_tel2 : pioneer

r_tel1 : teleop

cmd_vel

description = "commanded
                       navigation"

f02 : OMFunction

roles = 

fd_com : 
OMFunctionDesign

r_com1 : rviz

location

description = "navigate"

o1 : OMObjective

requires

description = "navigate"

f11 : OMFunction

description = "autonomous
                       patrol"

f03 : OMFunction

roles = 

fd_com : 
OMFunctionDesign

solves
confidence = 1

r_patrol
: mission_manager

goal feedbackr_tcom2
: mission_manager

goal feedback

solves
confidence = 1

requires

Figure 12.1: TOMASys model of all the high level functions in the patrolling
robot. The localisation and autonomous navigation functions are shown in fig-
ures 12.2 and 12.4.
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solves
confidence = 1

description = "localisation"

f12 : OMFunction

roles = 

fd_loc1 : OMFunctionDesign

r_loc12
: map_server scans

est_pos

r_loc11 : amcl

config 1

map

type = f22

description = "obtain laser scans"

: OMObjective

solves
confidence = 0.9

roles = 

fd_loc2 : OMFunctionDesign

r_loc 22
: map_server scans

est_pos

r_loc 21 : amcl

config 2

map

type = f22

description = "obtain laser scans"

: OMObjective

type = f24

description = "obtain odometry
                       information"

: OMObjective
description = "obtain odometry
                       information"

type = f24

: OMObjective

odom

r_loc 24: 
compass

imu

r_loc 23: ekf

ded_reck

odom

Figure 12.2: TOMASys model of the alternative designs for localisation.

description = "obtain laser scans"

f22 : OMFunction

roles = 

fd_scans : 
OMFunctionDesign

solves
confidence = 1

r_scans : laser

scans

description = "obtain PointCloud
                       information"

f23 : OMFunction

roles = 

fd_pcl : 
OMFunctionDesign

solves
confidence = 1

r_pcl : kinect

pcl

description = "robot motion"

f21 : OMFunction

roles = 

fd_motion : 
OMFunctionDesign

solves
confidence = 1

r_m : pioneer

cmd_vel

Figure 12.3: TOMASys model of the low level functions in the mobile robot.
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12.4. TOMASys model of the complete mobile robot testbed
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