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Abstract 
Implementable theories of mind would be of great value to the designers of artificial 
minds. Existing philosophical theories of mind tend to be loose and metaphorical and 
therefore do not provide very much guidance to a mind engineer. Unfortunately a 
complete implementable theory of mind does not yet exist even though there are sev-
eral attempts toward that direction. The development of an implementable theory of 
mind faces several major challenges. Among these are the mind-body problem, the 
identification of the processes of mind, the problem of meaning and understanding, 
emotions, qualia and consciousness. These issues have been addressed via high-level 
algorithmic approach and low-level system approach and the combination of these, 
but each approach has proven to have its own challenges. 

 
1 Introduction 
 
Cognitive robots need brains and minds. Human brain has some 1014 synapses 
that are supposed to store memorized information. If one synapse were to 
store one bit then the brain’s maximum memory capacity would be around 
100 Terabits. On the other hand 32 Gigabyte (=2,56*1011 bits) miniature mem-
ory cards are now available and Terabyte memory cards are just around the 
corner. Biological synapses are not digital memory locations and their archi-
tectural organization is different from random access memories, but neverthe-
less the lesson is that semiconductor industry is now beginning to be able to 
produce devices with the circuit element density and complexity comparable 
to those of the brain. The brain is the site of the mind; does the aforesaid lead 
to the conclusion that artificial minds are just around the corner, too? The 
answer is a definite yes, provided that we are able to locate the correct corner. 
The correct corner is, of course, the implementable theory of mind. This, un-
fortunately, is not yet available in a concise, complete and tried engineering 
form even though several attempts towards this already exist. (e.g. Anderson 
et al 2004, Duch 2005, Haikonen 2003, 2007). Somehow it seems easier to ex-
plain the workings of the brain than to devise an engineering theory of mind 
that would allow the creation of a thinking machine. The brain operates inde-
pendent of the correctness of the explanation, but a thinking machine will not 
work if the theory is not right. 
 
What is a mind? What should a mind do? What kind of an information proc-
essing system can be called a mind? Should a mind be aware of itself, be self-
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conscious? What does it mean when something has a mind of its own? A theo-
rist must look into these questions while looking for an implementable theory 
of mind. These are also issues that the philosophers of mind have treated over 
centuries. During these musings philosophers have stumbled on the mind-
body problem; the apparent immateriality of mind and consequently, the ap-
parent impossibility of interaction between the immaterial mind and the ma-
terial body. It follows from the definition of material and immaterial sub-
stances that this problem is unsolvable, therefore implementable theories of 
mind cannot be dualistic ones in the sense of Descartes. 
 
Whose mind is it? An artifact may behave as if it had a mind of its own, yet it 
may only be executing a collection of preprogrammed commands. In this case 
the artifact’s operation reflects only the mind of the designer, not any of its 
own. Clearly no real mind has been designed or created. –A well is con-
structed for the water. However, a successful well digger does not supply the 
water, he only excavates a suitable hole for the water to seep in. In an analog 
way, a successful designer of mind should only design machinery that sup-
ports the mind and let the contents and caprices of the mind accumulate in the 
course of operation. In the following the constitutive aspects of an implemen-
table theory of mind are examined. 
 
2 What kind of a theory? 
 
What kind of a theory would an implementable theory of mind be? Philoso-
phical theories of mind tend to be abstract and metaphorical and consequently 
they are not very helpful for designers of artificial minds. Engineers are able 
to design systems as soon as the specifications for the system to be designed 
are given. A metaphor is not a proper specification, an algorithmic description 
of a desired function is. Thus, at first sight, it would seem that an implemen-
table theory of mind should be algorithmic.  
 
An algorithm is a sequence of instructions, which will lead to the desired out-
come when executed properly. In a computer the instructions refer to the set 
of available operations such as the memory storage or recall, arithmetic opera-
tion, shifting a bit string, etc. A sequence of instructions that does not lead to a 
definite outcome should not be considered as an algorithm. Sometimes algo-
rithms are seen as deterministic processes. However, this is not always the 
case as an algorithm may involve probabilistic and random operations, e.g. 
the utilization of randomly generated numbers. 
 
The human mind appears to be non-deterministic; the mind is supposed to 
have “free will”. Consequently the inaccurate idea that algorithms are neces-
sarily deterministic may lead to the conclusion that the human mind must be 
non-algorithmic. For instance, Penrose has proposed that the mind would rely 
on non-algorithmic quantum mechanic processes (Penrose 1989). However, 
the operating temperature of the brain does not readily support quantum 
computing and the apparent freedom of will must have another explanation. 
 
The operation of any system that obeys natural laws can, in principle, be 
simulated by algorithms; the accuracy of the simulation is another issue. The 
brain is such a system and the basic operation of individual neurons and syn-
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apses can be simulated with some accuracy. However, the real time computer 
simulation of a neural system with the complexity of the human brain and 
some 1014 synapses remains a really hard challenge.  
 
High-level symbolic theories of mind are algorithmic and computational. 
These theories describe syntactic interactions between abstract entities, sym-
bols, and in this way avoid the need to model and compute the operation of 
low-level units such as neurons and synapses. An early example of this ap-
proach is the computational theory of mind (CTM), proposed by Putnam 
(1961) and further developed by Fodor (1975). Newell and Simon (1975) had a 
similar idea. According to their Physical Symbol System Hypothesis a physi-
cal symbol system has the necessary and sufficient means for general human 
level intelligent action. Newell and Simon believed to have empirical evidence 
for this even though they admitted that the main evidence would be the ab-
sence of competing hypotheses, i.e. their proof was a proof by ignorance. Put-
nam and Fodor had a similar line of argument; they argued that mind is nec-
essarily computational because symbolic computation is (as they claimed) the 
only known method to achieve results that otherwise can only be achieved via 
thinking; “it is the only game in town”. However, so far nothing close to an 
artificial mind has materialized from these theories. 
 
High-level symbolic theories provide algorithms that describe how further 
symbols are to be determined on the basis of given symbols. This computation 
is syntactic and as such does not require the grounding of meaning of these 
symbols, these do not have to refer to something. However, in practical appli-
cations, such as robots, the grounding of meaning is necessary. Robots are 
situated in and interact with the real word and consequently the mind of the 
robot must deal with real world entities. This leads to the practical problem: 
how the abstract symbols are to be derived from the information provided by 
the robot’s sensors. This is a pattern recognition problem; the presence of an 
object is to be deduced from patterns of sensory signals. This is also a classifi-
cation problem. Symbols stand for discrete well-classified entities that can be 
ordered into ontologies. This would work if it were possible to classify every 
entity in the world univocally. However, this is hardly the case, classes are 
artificial and arbitrary. Consequently, every object may be a member of not 
one but numerous classes (Clancey 1989).  
 
The phenomenal aspects of mind such as the feel of pain, pleasure and per-
ceptual qualia pose also a problem to symbolic theories, because these phe-
nomena are supposed to take place at a sub-symbolic level.  
 
High-level symbolic theories of mind can be formulated as computer pro-
grams and can be run on an ordinary computer.  
 
Low-level sub-symbolic theories describe system reactions and interactions 
between low level signals in neural systems and architectures. The equivalents 
of higher level symbols may exist and may consist of a number of low level 
signals. Higher level symbols of this kind have fine structure and conse-
quently modified symbols can depict modified entities. Absolute object recog-
nition and classification is not necessary, an object may be seen in different 
roles depending on the context. Only the interactions between low-level sig-



102 Haikonen - Journal of Mind Theory Vol. 0 No. 1 

nals are defined in algorithmic ways and are built in the neural architecture. 
Higher level cognitive functions arise from these via adaptation and learning. 
No implicit or preprogrammed algorithms for high-level operations are pro-
vided. The phenomenal aspects of the operation, if there will be any, are ex-
pected to be related to the dynamics of the system reactions that arise in the 
architecture. True realization of this approach calls for specific hardware that 
is able to support dynamic system reactions. 
 
Low level sub-symbolic theories of mind can also be formulated as computer 
programs, which can be run on an ordinary computer. However, these execu-
tions should be seen only as simulations of the proposed neural hardware. 
The simulation of very large number of synapses usually calls for some sim-
plifications and shortcuts in order to keep the processing time reasonable. 
Therefore these simulations do not necessarily produce all aspects of the the-
ory and one should be critical and realistic when attributing phenomenal as-
pects to these simulations. 
 
Which approach, the high level or low level, symbolic or sub-symbolic, would 
be the preferred one? Would a hybrid symbolic/sub-symbolic approach be 
able to combine the strengths of both approaches while avoiding their short-
comings? The brain is not a symbolic computer, but a biological neural net-
work, which operates with sub-symbolic signals. Yet it manages to handle 
symbolic thought, too. Therefore, there must be a way in which a sub-
symbolic system bridges naturally the gap between sub-symbolic and sym-
bolic representations. For instance, Kelley has proposed that no gap actually 
exists, the sub-symbolic and symbolic representations are the ends of an intel-
lectual continuum (Kelley 2003). In the same sense, Haikonen has proposed a 
way in which a neural system can utilize sub-symbolic representations as 
higher level symbols (Haikonen 2007). 
 
Which aspects should an implementable theory of mind cover? Cognitive 
psychology has described many processes of mind and these can be used as a 
starting point. A successful theory should also explain meaning, qualia and 
consciousness in implementable terms. 
 
An implementable theory of mind would be an engineering theory, which is 
described by commonly accepted engineering terms; mathematics, opera-
tional diagrams, circuit diagrams, system architectures and specifications. On 
the other hand, the aspects to be described belong to the realm of cognitive 
sciences. Here the interdisciplinary nature of this undertaking will be an in-
teresting challenge and consequently engineers will have to study a bit of 
cognitive psychology and brain theories. Thereafter the engineering cycle of 
<identification of requirements – specification – design – test – revision> will 
hopefully meet this challenge. 
 
3 The Processes of Mind 
 
All animals that can execute motor responses have also more or less compli-
cated nervous systems. One fundamental function of these nervous systems is 
the generation of motor response commands. In order to respond to some-
thing a nervous system must acquire information about that something. 
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Therefore some kinds of sensors that detect external and internal conditions 
are also necessary; the nervous system must be perceptive. In this kind of a 
system a motor response can be a reaction that is triggered by a sensory per-
cept. Useful action may result, but sometimes blind reactive responses may be 
harmful or even fatal. A more complicated system may remedy this shortcom-
ing by evaluating the fitness of the intended action with the help of experi-
ence; memorized instances of similar cases and the good/bad value of their 
outcomes. This calls for the ability to evoke memory-based imagery and to 
imagine itself executing the act. This, in turn, is related to the ability of “think-
ing about itself”. If these capabilities were accepted as prerequisites for a mind 
then the minimum functions of a mind could be readily identified and they 
would be: Perception, reaction, deliberation and reflection. This conclusion 
has been reached and shared by Nilsson, Sloman and others including the 
author (Nilsson 1998, Sloman 2000a, 2000b). Thus the elementary functions of 
mind are seen as those of a controller and planner. 
 
The above list of basic functions offers a good starting point, but a more de-
tailed evaluation of the functions and processes is necessary for an implemen-
table theory of mind. Cognitive psychology identifies the following processes 
of cognition: Perception, prediction, attention, learning, memory, understand-
ing, reasoning, imagination, introspection, general intelligence, emotions, 
volition (See e.g. Aschraft 1998, Nairne 1997, Haikonen 2003). This list must be 
augmented with the additional functions and processes of pleasure, displeas-
ure, pain, good/bad criteria and match/mismatch detection. Additionally, 
special and important hallmarks of human mind are the use of natural lan-
guage and the flow of inner speech. However, these listings of cognitive func-
tions should be mainly considered as kinds of check-lists; the listed functions 
and processes are not necessarily autonomous and independent of each other 
and some of them may be only loose descriptions of phenomena created by 
completely different processes. Nevertheless, the challenge for the potential 
developer of artificial mind theories becomes now visible; instead of actually 
clarifying the essential issues these lists highlight the wide spectrum of func-
tions and processes to be quantified. Things are complicated further by the 
fact that these items relate to the functional layer of mind; the content layer is 
another story. Yet it is the content that determines what we are; our behavior, 
motives, values and culture. These are the subject of behavioral, social and 
cultural studies and go beyond the basic theory of mind. 
 
4 Mind, Meaning and Understanding 
 
Our thoughts are intentional; they are about something, they refer to some-
thing and have meaning that we understand. Likewise, a robot with an artifi-
cial mind should understand and have meaningful thoughts. Folk psychology 
has it that reasoning cannot take place without understanding and the utiliza-
tion of meaning. However, it is known that mathematical and logical reason-
ing operates without meanings; no semantics, only syntactic rules. One plus 
one is two no matter what is being counted, be it apples or animals. It is ex-
actly this abstraction property of mathematics and logic that make them so 
powerful. A computer works well without any grounding of meaning. Ac-
cordingly the computational theory of mind proposes that understanding can 
be effected via syntactic computation. This view has been criticized and op-
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posed by e.g. Searle (1980, 1984, 1997). On the other hand the opponents of 
Searle have argued that syntax will somehow convey semantics if executed 
properly. 
 
The question about semantics and syntax is a complicated one. In many cases 
it would seem that syntax would indeed suffice, but then there are cases that 
are not so clear. Consider the following examples: 
 

• A candy bar has two sections. How many sections remain if one sec-
tion is cut away? (two minus one is one). 

• A candy bar has two ends. How many ends remain if one end is cut 
away? (two minus one is two). 

• A triangle-shaped cookie has three corners. How many corners re-
main if one corner is cut away? (three minus one is four). 

 
Mathematics may be context-free, but its application may not be. Simple 
arithmetic seems to fail in two examples here and correct answering seems to 
call for the visualization of the problems; the evocation of topological mean-
ing. In general terms, in this example the “meaning” of an entity would seem 
to involve potential connections to a number of other mental concepts and 
physical world objects and “understanding” would seem to involve the 
proper activation of the relevant connections amongst all the possible connec-
tions and the consequent evocation of the relevant concepts.  
 
An implementable theory of mind must address the problem of meaning and 
understanding properly. This requirement is especially apparent in the con-
text of robotics. A cognitive robot must be able to understand what it is doing 
and why. Robots must also understand the commands given by their masters 
and they must be able to communicate their intentions to their masters. A 
robot cannot obey the command “go to the kitchen and bring me a soda can” 
if it does not understand the meanings of the words and the structure of the 
sentence, how these relate to the world and to the executable actions of the 
robot. But even this is not always sufficient. For instance, the master of the 
robot may give a verbal command: “Robot, please” or the master may simply 
snap his fingers. What is the robot supposed to do? This depends on the situa-
tion and context; perhaps the robot is expected to serve drinks to guests or 
escort somebody out. The robot must also understand the implicit conditions 
and limitations of each situation; while executing given commands the robot 
must not cause any collateral harm and damage. 
 
5 Mind and Qualia 
 
Human consciousness is characterized by qualia, the “phenomenal feel and 
quality” of every percept. Qualia are the way in which sensory information 
manifests itself in mind. Therefore, to be phenomenally conscious is to have 
qualia-based perception of the environment and self.  
 
Qualia depict qualities of the sensed entities. The sensory faculties of vision 
and audition generate qualia that are related to the properties of the entities in 
the visual and auditory scene. It is known that visual and auditory stimuli are 
transformed by the eye and ear into neural signals that project into the depths 
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of brain; yet the resulting qualia that depict visual objects and sounds seem to 
reside outside. In this way the individual comes to experience its existence as 
a center point in the world. This illusion does not readily take place in digital 
signal processing and therefore calls for a special explanation. 
 
Qualia are subjective; there is no known way in which one’s subjective experi-
ence, own feel of qualia can be transmitted to another person. However, the 
similarity of our biological built allows us to assume also similar feel of qualia. 
Thus we may assume with some confidence that a given real world quality 
such as that of a sound, taste or color will evoke same kind of qualia in differ-
ent persons. But even here exceptions exist. For instance, a person with nor-
mal color vision has no way of knowing how a color blind person experiences 
the colors of red, green or brown. A color blind person may report no differ-
ence between these colors, but which would be the actual percept quale? 
Would it be the same as normal person’s perception of red or perhaps green 
or brown? Or would it be something completely different? 
  
Qualia are often associated with good/bad property; in fact they as them-
selves may feel pleasant or unpleasant. Music capitalizes on this property of 
qualia, the pleasantness of certain sounds, chords, rhythms and melodies. 
Without qualia music would be all but pointless. Thus, it seems that artificial 
minds that do not have qualia would not enjoy music in the same way as most 
humans do, if not at all, as the feel of enjoyment itself is based on qualia. 
 
Computational theories of mind do not consider any feel of qualia as a neces-
sary part of the cognitive process. In fact, it would be quite difficult to main-
tain that the execution of a computer program would involve any kind of 
subjective feel in a computer. Why would this feel be necessary anyway? Digi-
tal signal processing methods are quite able to handle qualities of the world. 
They can acquire and quantify information about physical qualities and repre-
sent these in numeric form. Powerful numeric algorithms for transformations, 
filtering, pattern recognition, motion detection and other signal processing 
tasks are available and can solve many of the related problems without any 
considerations of qualia. However, if necessary, computational qualia can be 
defined and represented as numeric values of variables: “if the variable p has 
the value ten, then the system is in great pain”. But then, obviously this line of 
execution is an example of naïve anthropomorphism and should be recog-
nized as such.  
 
On the other hand, low-level sub-symbolic theories do not exclude the possi-
bility of subjective qualia. For instance it has been proposed that the subjective 
feel of pain and pleasure would be related to system reactions in a system 
consisting of associative neuron networks (Haikonen 2003). Further research 
is called for also along this avenue.  
 
At this moment the actual nature of qualia is still some kind of a mystery and 
a major challenge to any worthwhile theory of mind. 
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6 Mind and Emotions 
 
Human mind is also characterized by the spectrum of emotions that can be 
triggered by various conditions. Emotions have been seen as non-rational 
states of mind that should not have any part in rational thinking. However, in 
recent years research has revealed that emotions do have an important role in 
cognition (LeDoux 1996, Damasio 2000, 2003). Percepts are seen to have emo-
tional significance, which guides attention and modulates learning. Emotional 
significance is also seen to be an important factor in judgment and decision-
making. Emotions seem to have motivational effects, too. Emotions have some 
connection to qualia; to be in an emotional state feels like something. In which 
way should emotions be incorporated in an implementable theory of mind? 
Could emotions be useful for a robot? Some attempts towards this direction 
already exist (e.g. Dodd and Gutierrez 2005, Haikonen 2003, 2007, Lee-
Johnson and Carnegie 2006, Shirakura, Suzuki and Takeno 2006) 
 

7 Mind, Consciousness and Self 
 
Are mind theories also theories of consciousness? In nature minds and con-
sciousness seem to go together, all beings that seem to have minds seem to be 
conscious, too. The content of consciousness is also mind’s content at any 
moment even though mind is seen to involve also sub-conscious components. 
Usually mind and consciousness are attributed to an autonomous actor who is 
aware of itself, its mind and existence. A proper theory of mind should ad-
dress also the problems of consciousness and self-consciousness. 
 
The philosophy of consciousness divides the problem of consciousness into 
two parts, namely the so-called easy and hard problems (Chalmers 1995). The 
easy problem is related to the explanation of the cognitive functions that con-
sciousness is supposed to execute or are otherwise associated with conscious-
ness. The hard problem is related to the phenomenal aspect; consciousness as 
subjective qualia-based perception of the environment and self, the “feel”. A 
developer of conscious machines may wish to define the focus of his pursuit 
along this demarcation. Machines that are supposed to execute the easy prob-
lem, but not the hard problem may be called “functionally conscious”. Ma-
chines that execute also the hard problem may be called “phenomenally con-
scious”.  
 
The concept of “functional consciousness” is not without problems. This con-
cept could be justified if consciousness actually executed a certain function. 
Consequently, a machine could be said to possess functional consciousness if 
it executed the same or a similar function. Baars (1997) proposes a number of 
functions for consciousness: Prioritization, access to unconscious resources 
(this is trivial tautology!), decision making and executive control, recruiting 
and controlling actions, error detection, understanding, and others. Given 
these functions there are two possibilities: 
 

1. These functions are executed because the system is conscious, i.e. 
“consciousness executes these”,  
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2. The system is conscious because these functions are executed by the 
system. In this case the style of execution may make the difference be-
tween a conscious and a non-conscious system. 

 
Cognitive functions can be executed without consciousness and therefore are 
not a strong indication of any functionality of consciousness. On the other 
hand, decision making has been seen as a proof of the proposition that con-
sciousness has a functional executive role. However, Libet’s experiments and 
other studies (Libet 1993, Wegner 2003) seem to show that consciousness does 
not have decision-making power and decisions are made sub-consciously. 
Thus it may be possible that consciousness does not execute any function, 
instead it may be only an inner appearance in the system created by a special 
way of execution of the supposed functions of consciousness (Haikonen 2007). 
This leads to the following conclusion: If consciousness were only an inner 
qualia-based appearance with no function then no functional consciousness in 
the previous sense could exist. A system that would reproduce only the outer 
appearances of a naturally conscious system would not create the equivalent 
of the subjective qualia-based inner appearance of consciousness. Conse-
quently no proper emulation or simulation of consciousness would take place. 
“Functionally conscious machines” would be functional but not conscious; the 
label would promise too much. 
 
8 Mind and Inner Speech 
 
Human mind is characterized by inner speech. In folk psychology inner 
speech is often seen as thinking and the main content of the human mind and 
is understood as a main difference between man, animals and machines.  
 
The running of a computer program does not involve inner speech. Conse-
quently inner speech has been largely ignored by AI researchers. However, 
cognitive psychology and neuroscience has seen inner speech as a key com-
ponent of consciousness (e.g. Morin & Everett 1990, Morin 1993, 1999, 2003, 
2005, Siegrist 1995, Schneider 2002). Recently also some machine cognition 
researchers have recognized inner speech as a relevant component of human-
like cognition and consciousness (Clowes 2006, Haikonen 2003, 2006, 2007, 
Steels 2003a, 2003b). The relevance of inner speech to consciousness seems 
deceivingly obvious; how else could we know what we think if we did not 
hear our inner speech? This observation may easily lead to the conclusion that 
language and inner speech were necessary conditions for consciousness. 
However, this is not necessarily the case; there are also other forms of con-
scious thinking such as visual and kinesthetic imagination. 
 
Humans explain their situation to themselves via the silent inner speech. 
Morin (2005) sees this self-talk as a device that can reproduce and extend so-
cial interactions leading to self-awareness. During social interactions people 
may receive comments about themselves, the way they are and behave. Inner 
speech may repeat these comments as such or as first-person transformations. 
This may lead to enhanced awareness of the commented features and to 
modified self-image. 
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Human mind is able introspect itself, it is self-aware. Duval and Wicklund 
(1972) define self-awareness as the state of being the object of one’s own atten-
tion. This would include the paying of attention to one’s own mental content 
such as percepts, thoughts, emotions, sensations, etc. Morin (1990, 2005) has 
seen inner speech as important means for introspection and processing of 
information about the self and the creation of self-awareness.  
 
Inner speech utilizes a natural language. Natural language understanding and 
generation is a notoriously difficult discipline that, unfortunately, a mind 
theorist is not able to avoid. Existing machines do not “think” in a natural 
language and existing linguistic theories do not really help there. It may be 
possible that bold new approaches to linguistics will be called for. 
 
9 Conclusions 

 
An implementable theory of mind would be a theory that is expressed in en-
gineering terms which allow the simulation of the processes of mind or the 
design of hardware systems that support the said processes. The contents and 
processes of mind should be meaningful, that is, mind objects should refer to 
real world entities. Thus perceptive processes are called for; these processes 
would execute symbol grounding. Cognitive psychology has identified sev-
eral cognitive functions. It is obvious that an implementable theory of mind 
should be compatible with these. 
 
Human mind operates with qualia. The act of perceiving the world through 
qualia seems to be the very essence of human consciousness. Artificial minds 
without qualia may be called functionally conscious, but not without prob-
lems; functional consciousness may be a valid concept only if consciousness 
actually executed some function and that function could be emulated. 
 
Human mind utilizes inner speech. This inner speech is one hallmark of hu-
man consciousness that animals most probably do not share. Simple minds 
without inner speech can be envisioned, but a theory of mind may not be 
complete if it does not include the phenomenon of inner speech and allow 
communication via a natural language.  
 
An implementable theory of mind should address the workings of the func-
tional layer. Except for simple reactions and reflexes the behavior of the sys-
tem with a mind would be determined by the mind’s content; the accumu-
lated experience, emotional states, motives and good/bad values. This process 
would be most interesting to observe in an artifact, yet it would belong to the 
realm of behavioral psychology and would be beyond the basic theory of 
mind. 
 
The solving of the technicalities of mind would have important implications 
to information technology and also our own philosophical view about our-
selves. The spectrum of unsolved issues provides great opportunities to crea-
tive researchers. 
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